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FOREWORD 

. The t y p i c a l  few-of-a-kind na tu re  of NASA systems  has made r e l i a b i l i t y  a premium 

even on t h e   i n i t i a l  items d e l i v e r e d   i n  a program. R e l i a b i l i t y   d e f i n e d   a n d   t r e a t e d  

on   t he   bas i s  of  percentage  of items opera t ing   success fu l ly   has  much less meaning 

than when l a rge r   s ample   s i ze s  are a v a i l a b l e  as i n   m i l i t a r y  and  commerical  products. 

R e l i a b i l i t y   t h u s  becomes based more  on engineer ing   conf idence   tha t   the  item w i l l  work 

as intended. The key t o   r e l i a b i l i t y  i s  thus  good engineer ing- -des igning   re l iab i l i ty  

in to   the   sys tem  and   engineer ing   to   p revent   degrada t ion   of   the   des igned- in   re l iab i l i ty  

from fab r i ca t ion ,   t e s t ing   and   ope ra t ion .  

The PRACTICAL RELIABILITY series of r e p o r t s  is addressed to t he   t yp ica l   eng inee r  

t o   a i d   h i s  comprehens ion   of   p rac t ica l   p roblems  in   engineer ing   for   re l iab i l i ty .   In  

t h e s e   r e p o r t s   t h e   i n t e n t  is to  present   fundamental   concepts   on a p a r t i c u l a r   s u b j e c t  

i n   a n   i n t e r e s t i n g ,   m a i n l y   n a r r a t i v e  form  and make the   reader   aware   o f   p rac t ica l  

problems i n  applying them. There is l i t t l e  emphasis on describing  procedures and 

how t o  implement  them.  Thus t h e r e  is l iberal  use  of  references  for  both  background 

theory and  cookbook procedures. The present  coverage is l i m i t e d   t o   f i v e   s u b j e c t   a r e a s :  

" Vol. -~ I. - Parameter   Variat ion  Analysis   descr ibes   the  techniques  for   t reat ing 

t h e   e f f e c t  of system  parameters on pe r fo rmance ,   r e l i ab i l i t y ,  and o ther   f igures-  

of-merit . 
Vol. 11. - Computation  considers  the  digital   computer  and  where and how i t  can 

b e  used t o   a i d   v a r i o u s   r e l i a b i l i t y   t a s k s .  

Vol. 111. - Test ing   descr ibes   the   bas ic   approaches   to   t es t ing   and   emphas izes  

t h e   p r a c t i c a l   c o n s i d e r a t i o n s  and t h e   a p p l i c a t i o n s   t o   r e l i a b i l i t y .  

Vol. I V .  - Predict ion  presents   mathematical   methods  and  analysis   approaches 

f o r   r e l i a b i l i t y   p r e d i c t i o n  and  includes some methods  not  generally  covered 

i n   t e x t s  and  handbooks. 

Vol. V. - Parts reviews  the  processes   and  procedures   required  to   obtain  and 

apply  parts  which w i l l  perform  their   funct ions  adequately.  

These  reports  were prepared by the   Research   Tr iangle   Ins t i tu te ,   Research   Tr iangle  

Park,  North  Carolina 27709 under NASA Contract NASw-1448. The con t r ac t  w a s  adminis- 

t e r e d   u n d e r   t h e   t e c h n i c a l   d i r e c t i o n  of t he   Of f i ce  of R e l i a b i l i t y  and  Quality 

Assurance, NASA Headquarters,  Washington, D. C. 20546 wi th  D r .  John E .  Condon, 

Di rec tor ,  as technical   contract   monitor .  The c o n t r a c t   e f f o r t  w a s  performed j o i n t l y  

by personnel  from both   the  Stat is t ics  Research and the  Engineering  and  Environmental 

Sciences  Divis ions.  D r .  R. M. Burger was t echn ica l   d i r ec to r   w i th  W. S. Thompson 

serv ing  as pro jec t   l eader .  
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This  report is Vol. I1 - Computation. It serves in a  support  role  to  the  other 

volumes,  particularly  to  Vol. I - Parameter  Variation  Analysis  and  Vol. IV - Predic- 
tion,  by  treating  the  computer  techniques  for  implementing  the  reliability  tasks 
developed  in  the  other  volumes. R. L. Beadles  is  the  principal  author of this  report. 

A. C. Nelson  made  major  contributions  to  Secs. 2 and 8 ;  he and J. R. Batts  wrote  the 
computer  programs  discussed  in  Sec. 7. 
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ABSTRACT 

Th i s   r epor t   p l aces   i n   pe r spec t ive   t he   ro l e  of au tomat i c   d ig i t a l   computa t ions   i n  

d e s i g n   f o r   r e l i a b i l i t y .  It is intended  for   the  design  engineer ,   the   systems  engineer ,  

and  the test  engineer  as well as t h e   r e l i a b i l i t y   s p e c i a l i s t .  The degree   o f   de t a i l  

with  which  the  var ious  topics  are t r e a t e d  is  s u f f i c i e n t   t o   e n a b l e   t h e   e n g i n e e r   n o t  

p rev ious ly   f ami l i a r   w i th   t he   sub jec t   t o   p rope r ly  select and  use  the  methods 

presented.  

As a fundamen ta l   i n t roduc t ion   t o   au tomat i c   d ig i t a l   computa t ion ,   t he   r epor t   f i r s t  

b r ie f ly   descr ibes   the   computer ,  how it  i s  used,  and some of the  mathematical  problem 

types   t ha t  are amenable t o  computer  solution. The o r i e n t a t i o n   t o   r e l i a b i l i t y  is then 

provided  in  a b r i e f   p e r s p e c t i v e   o f   r e l i a b i l i t y   t a s k s  and t h e   r e l a t i o n  of t he  computer 

t o  them. Later sec t ions   o f   the   repor t  treat s p e c i f i c   r e l i a b i l i t y   t a s k s  and explore  

the  mathematical   methods  re la ted  to  them  and how the  computer is used t o  implement 

them. Some s p e c i f i c  computer  programs are i d e n t i f i e d  and t h e i r   u s e s   i l l u s t r a t e d  by 

examples. Parameter v a r i a t i o n   a n a l y s i s  and r e l i a b i l i t y   p r e d i c t i o n  are t r e a t e d   i n  

more d e t a i l   t h a n   o t h e r s   s i n c e   t h e s e  areas of app l i ca t ion  are p a r t i c u l a r l y   s u i t e d   t o  

computer  methods. The las t  sec t ion  of t he   r epor t   summar i ly   t r ea t s  some recent  

developments i n  communicating  with  the  computer  which make i t  more s u i t a b l e   t o  

engineer ing and r e l i a b i l i t y   a p p l i c a t i o n s .  
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1. Int roduct ion  

The d i g i t a l  computer  has  had a s ign i f i can t   impac t  on  engineering  design  and  develop- 

ment.  Because  of i t ,  l a r g e r  and  more sophisticated  systems  have become realities 

r a t h e r   t h a n  mere dreams.  But with  these  developments,   the  achievement of system re- 

l i a b i l i t y   h a s  become more d i f f i c u l t .  The d e s i g n e r ' s   t a s k   o f   b u i l d i n g   i n   t h e  relia- 

b i l i t y  is  a complex  one  .involving ex tens ive   ana lys i s  and computation, and it  is only 

n a t u r a l   t h a t   t h e  computer  be  employed t o  its f u l l   c a p a c i t y   h e r e   a l s o .  

A good, r e l i a b l e   d e s i g n   r e s u l t s   f r o m  a continual  assessment  and  improvement  process. 

Per formance   ana lys i s ,   t es t ing ,   fa i lure  mode and e f f e c t s   a n a l y s i s ,  and r e l i a b i l i t y   p r e -  

d i c t i o n  are t y p i c a l ,  key t a s k s   i n   t h i s   i t e r a t i v e   p r o c e s s .  A s  a t o o l  of   the   des igner ,  

t he  computer  must cont r ibu te   d i rec t ly   to   per formance   of   such   tasks .  

The  purpose of t h i s   r e p o r t  is t o   p l a c e   i n   p r o p e r   p e r s p e c t i v e   t h e   r o l e  of automatic 

d i g i t a l   c o m p u t a t i o n s   i n   d e s i g n   f o r   r e l i a b i l i t y .  It is in tended   for   the   des ign   engineer ,  

the  systems  engineer ,  and the  test engineer  as w e l l  as t h e   r e l i a b i l i t y   s p e c i a l i s t .  The 

degree  of   detai l   wi th   which  the  var ious  topics  are t r e a t e d  is  s u f f i c i e n t   f o r   e n a b l i n g  

the   eng inee r   no t   p rev ious ly   f ami l i a r   w i th   t he   sub jec t   t o   p rope r ly   s e l ec t  and u s e   t h e  

methods  presented. 

Of equal   importance  to   an  appreciat ion  for   what   the  digi ta l   computer   can do i s  

an  adequate   appreciat ion  for  what i t  cannot  do.  Consequently,  care is taken a t  

a p p r o p r i a t e   p o i n t s   t o   i n d i c a t e   t h e   l i m i t a t i o n s  of the  available  computer  methods and 

programs. 

A s  a fundamental   in t roduct ion  to   automatic   digi ta l   computat ion,   Sec.  2 b r i e f l y  

describes  the  computer,  how it  is  used,  and some of  the  mathematical  problem  types 

t h a t  are so  common i n  many uses  of the  computer. The o r i e n t a t i o n   s p e c i f i c a l l y   t o  

d e s i g n   r e l i a b i l i t y   a p p l i c a t i o n s  i s  provided i n  Sec. 3 which g ives  a b r i e f   o v e r a l l  

perspect ive  of   the   engineer ing  tasks  and relates t h e   r o l e  of t h e  computer t o  them. 

Secs.  4 through 8 separa te ly  treat  s p e c i f i c   d e s i g n   t a s k s  and e x p l o r e   i n  more 

depth  the  mathematical  methods  and how t h e  computer is used  to  implement them. Some 

s p e c i f i c  computer  programs are i d e n t i f i e d  and t h e i r   u s e s   i l l u s t r a t e d  by examples. 

Parameter v a r i a t i o n   a n a l y s i s  and r e l i a b i l i t y   p r e d i c t i o n  are t r e a t e d  i n  more d e t a i l  

t han   o the r s   s ince   t hese  areas of app l i ca t ion  are p a r t i c u l a r l y   s u i t e d   t o  computer 

methods.  Sec. 9 b r i e f l y  summarizes the   s t a t e -o f - the -a r t   i n   au tomat i c   d ig i t a l  com- 

putation  emphasizing  those  recent  developments  in  communicating  with  the  computer 

which make i t  more s u i t a b l e   t o   e n g i n e e r i n g   a p p l i c a t i o n .  

The  computer output   can  be  no  bet ter   than  the model  used t o   o b t a i n  i t .  Before 

a computer  program  can  be  writ ten  to  analyze a piece  of  equipment, a conceptual model 

of  that   piece  of  equipment  must  be  formulated.   Before  existing  computer  programs  can 
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be   u sed   i n t e l l i gen t ly ,   t he   mode l s   t hey  assume  and  the  relationships  of  those  models 

t o   t h e  equipment  which is  to  be  analyzed  must  be known. O f  par t icular   importance is 

t h e  knowledge of the  parameter  ranges  over  which  the  models  assumed  by a computer 

program are v a l i d  and how these   ranges  relate t o  a v a l i d  model f o r   t h e  equipment 

to   be   ana lyzed .  A good d i s c u s s i o n   o n   t h e   p r a c t i c a l   a s p e c t s  of modeling is presented 

i n  Sec.  2.1,  Vol. I - Parameter  Variation  Analysis of t h i s   r e p o r t  series. 
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2. Fundamentals  of  Digital  Computation 

The purpose of t h i s   s e c t i o n  of t h e   r e p o r t  i s  t o  treat i n  as b r i e f  a manner as is 

c o n s i s t e n t   w i t h   c l a r i t y   t h e   f u n d a m e n t a l s   o f   t h e   d i g i t a l  computer  and its use.  

2 .1   D ig i t a l  Computer Concepts 

A d i g i t a l  computer  system  is.comprised of two elements  which  have come t o   b e  

called  hardware  and  software.   The  hardware  consists of t he   phys i ca l   p i eces  of equipment, 

v i z ,   t h e   c e n t r a l   p r o c e s s o r ,   t h e   c a r d  and tape   readers ,   the   in format ion   s torage   media ,  

and t h e   p r i n t e r s  and p l o t t e r s .  The sof tware   cons is t s   o f  a l l  t h e  computer  programs 

which are a v a i l a b l e   t o   c a u s e   t h e   v a r i o u s   p i e c e s  of  equipment t o  do use fu l   t h ings .  

A simplified  block  diagram  of a stored-program  elect .ronic  digital   computer is  

shown i n   F i g .  2-1. The o r g a n i z a t i o n a l   s t r u c t u r e  shown i n   t h e   f i g u r e  is  common t o  

every modern d i g i t a l  computer  although some computers may have more than  one memory 

u n i t ,   a r i t h m e t i c   u n i t ,  etc.  Although d i g i t a l  computers  other  than  stored-program 

e l e c t r o n i c   d i g i t a l  computers are of h i s t o r i c a l   i n t e r e s t   t h e y  are no t   o f   i n t e re s t  

i n  modern eng inee r ing .   In   t h i s   r epor t  when w e  use   the  word computer w e  s h a l l  mean 

s tored-program  electronic   digi ta l   computer .  

The func t ion  of a computer is t o   t a k e   d a t a   v i a   t h e   i n p u t   u n i t  from t h e   e x t e r n a l  

world,   perform  calculations  on it as s p e c i f i e d  by t h e  program s t o r e d   i n   t h e  memory 

u n i t ,  and supp ly   t he   r e su l t s   v i a   t he   ou tpu t   un i t   t o   t he   ex t e rna l   wor ld .   In  a t y p i c a l  

i n s t a l l a t i o n   t h e   i n p u t   u n i t  is a punched card  reader   which  reads  the  information on 

t h e   c a r d s   i n t o   t h e  memory uni t   under   cont ro l   o f   the   cont ro l   un i t .  The t y p i c a l   o u t p u t  

u n i t  i s  t h e   l i n e   p r i n t e r ,  which  produces a p r in t ed  copy of t h e   r e s u l t s  of t he   ca l cu la t ions .  

n Control 

Figure 2-1. Basic Computer Organization 
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Computers are wide ly   used   bo th   in  real-time opera t ion   and   in   o f f - l ine   opera t ion .  

Although the terms real-time and  off- l ine are relative t o   t h e   a p p l i c a t i o n ,   t h e  meaning- 

f u l   d i s t i n c t i o n   u s u a l l y  is t h a t   i n   t h e  real-time app l i ca t ion ,   t he   i npu t   da t a  must  be 

processed  rapidly  and an output  produced s o  t h a t  some kind  of  response  can  be  quickly 

i n i t i a t e d .  An example of t h e  real-time app l i ca t ion   o f   t he   d ig i t a l   compute r  is i n  

conjunct ion  with a r ada r   i n s t a l l a t ion .   The re   t he   i npu t   da t a  comes from  the  radar and 

mus t   be   p rocessed   su f f i c i en t ly   r ap id ly   t o  compute, f o r  example,  guidance commands f o r  

a missile l aunched   t o   i n t e rcep t   an   a t t ack ing   a i r c ra f t .  We will n o t   d i s c u s s   i n   t h i s  

r epor t   t he   u se  of d i g i t a l  computers i n  such real-time app l i ca t ions .  

Refer r ing   aga in   to   F ig .  2-1 w e  cons ide r   b r i e f ly   t he   func t ion  of each of the   b locks  

shown. F i r s t ,   t h e  memory u n i t   s e r v e s  as s t o r a g e   f o r   ( 1 )   t h e  program  which is to   be  

executed, (2) t h e   i n p u t   d a t a   u n t i l  i t  i s  needed for   p rocess ing ,  (3) i n t e r m e d i a t e   r e s u l t s  

during  the  execution  of  the  program, and ( 4 )  t h e   f i n a l   r e s u l t s   u n t i l   t h e y  are ready 

fo r   ou tpu t .  The memory u n i t   t y p i c a l l y  is a principal  element  of  the  computer;   the 

cost   and  speed  of  the  modem  digital   computer are largely  governed by t h e   c o s t  and 

speed  of  the memory. It i s  n o t  uncommon f o r   t h e   c o s t  of t h e  memory t o  approach 

t h e   c o s t  of a l l  t h e   o t h e r   u n i t s  combined. 

The memory conten ts  are s t o r e d   i n   t h e  fo rm  o f   b ina ry   d ig i t s   (b i t s )  which are 

grouped in to   b locks  of s u f f i c i e n t   s i z e   f o r   t h e  number range  and  precision  requirements 

f o r  which the  computer is designed.  Such a block of b i n a r y   d i g i t s  i s  ca l l ed  a memory 

word. I n  computers i n  common use   today   the  memory word v a r i e s  from  12 b i t s  up t o  60 

b i t s ,  which  corresponds  to a decimal number range of 4000 t o   1 0  . The number of words 

t h a t  a computer memory may s t o r e   a l s o   v a r i e s   w i d e l y  and  ranges  from  1000  words up t o  

1 0   o r  more  words. 

18 
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Associa ted   wi th   the  memory u n i t  are two r e g i s t e r s  . These are the  memory address  

register and  the memory data r e g i s t e r .  When it  is d e s i r e d   t o   s t o r e  a number i n  memory 

or  r e t r i e v e  i t  from memory, i t  is necessary   to   g ive   the   loca t ion  of t h e   p a r t i c u l a r  

memory word des i red .  The memory a d d r e s s   r e g i s t e r  i s  used to   des igna te   t he   addres s ,  

i.e. t h e   l o c a t i o n ,   o f   t h e  word i n  memory. When t h e  command i s  given by t h e   c o n t r o l  

u n i t   t o   s t o r e   o r   r e t r i e v e  a word from memory, t h e  memory a d d r e s s   r e g i s t e r  is used   to  

designate   the  address .   There are as many unique  addresses ,  i. e. loca t ions  a t  which 

a number can   be   s to red ,   i n   t he  memory as the  number of words  which the  memory is 

capable   of   s tor ing.  

* 

The memory d a t a   r e g i s t e r  is used as an   in te rmedia te   s torage  when a word is going 

from t h e   a r i t h m e t i c   u n i t   o r   t h e   i n p u t   u n i t   t o   t h e  memory. To s t o r e  a word i n  memory, 

* 
A r e g i s t e r  is  a temporary  storage  device.  It typ ica l ly   can   s to re   one  memory 

word. 
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the  word  is  placed  into  the  memory  data  register,  and  the  address  at  which  it  is  to 
be  stored  is  placed  into  the  memory  address  register.  Then  the  store  command  generated 
by the  control  unit  causes  the  word  to be stored  at  the  specified  address.  When  a 
data  word  is  to  be  retrieved  from  memory,  the  address  of  the  word is again  placed  into 
the  memory  address  register,  and  the  fetch  command  from  the  control  unit  causes  the 
word  to  be  transferred  from  the  specified  address  in  the memory to  the  memory  data 
register. 

The arithmetic  unit  performs  an  arithmetic  (or  logic)  operation  as  specified  by 
the  program  between  a  word  contained in a  register  in  the  arithmetic  unit  called  the 
accumulator and a  word  fetched  from  memory  into  the  memory  data  register.  This  des- 
cription  holds  for  the  single  address  computer.  The  term  single  address  means  simply 
that  a  single  program  step  (which  also  is  stored  as  a  word  in  memory  but  is  called 
an  instruction e) specifies  the  address  of  only  one  data  word  in  memory. The second 
word  to  be  used in an  operation  is  contained  in  the  accumulator  register  in  the  arith- 
metic  unit.  Althought  some  computers  specify  more  than  one  address  in  one  instruction 
word,  the  single  address  computer  organization  is  the  most  widely  used. 

In  the  single  address  computer,  the  accumulator  register  contains  one  operand 
* 

for  an  operation,  with  the  other  operand  being  first  in  memory  and  later  in  the 
memory  data  register.  The  result of an  operation  usually  ends  up  in  the  accumulator. 
Data  words  can  be  fetched  from  memory  to  the  accumulator  or  stored  from  the  accumulator 
into  the  memory.  Except  when  the  computer  instruction  specifically  calls  for  it,  the 
'contents  of  the  accumulator  are  not  disturbed  by  an  operation. 

The control  is  the  logic  complex  which  determines  which  operation  is  to  be 
performed  at  what  time  and  what  sequence  of  elementary  logic  steps  accomplishes  the 
operation.  The  control  unit  contains  two  very  important  registers--the  program  register 
(also  called  the  instruction  counter)  and  the  instruction  register. 

The program  stored  in  the  computer  memory  unit  consists  of  a  sequence  of  instructions 
which  the  computer  is  to  perform.  The  program  is  stored  in  the  memory  in  the  proper 
sequence:  the  first  instruction  is  stored  in  some  location n, the  second  stored  in 
location  n+l,  etc. The function  of  the  program  register  is  to  keep  track  of  the  loca- 
tion  from  which  the  next  instruction  is  to  be  fetched;  it  does  this  by  counting  the 
instructions  as  they  are  performed.  Unless  specifically  requested  to  do so by  a  specific 
instruction,  the  program  will  proceed  in  sequence by picking  up  its  instructions  from 
successive  memory  addresses. 

* 
An operand  is  any  single-word  quantity  which is operated  upon  by  the  computer. 
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T h e   f u n c t i o n   o f   t h e   i n s t r u c t i o n   r e g i s t e r  is t o   t e m p o r a r i l y   s t o r e   e a c h   i n s t r u c t i o n  

to   enab le   t he   con t ro l   un i t   t o   decode  i t  and i n i t i a t e  and  properly time the  sequence 

of   e lementary  logic   s teps   which  implements   the  instruct ion.  It is a fundamenta l   fac t  

t h a t   t h e  memory con ta ins   bo th   t he   i n s t ruc t ions tobe   execu ted ,  (i.e. t h e  program)  and 

the   da t a   on  which t h e   i n s t r u c t i o n s  are t o   o p e r a t e .  

The two kinds  of   s tored  words  ( instruct ions  and  data)  are t r e a t e d   i n  two e n t i r e l y  

d i f f e r e n t  ways. An i n s t r u c t i o n  is t r a n s f e r r e d   t o   t h e   i n s t r u c t i o n   r e g i s t e r  where i t  

is  examined by the   con t ro l   un i t   t o   de t e rmine :  

(1)   what   opera t ion   (add ,   subt rac t ,   log ic ,   e tc . )  is requi red ,  

(2) where the  second  operand is loca ted ,  i .e. ,  the   address  of the  second 

operand , and 

(3)  where t h e   r e s u l t  of   the   operat ion  should  be  placed.  

I f ,  as is u s u a l l y   t h e  case, one of the  operands is  con ta ined   i n   t he  memory, t h e n   t h i s  

operand  address is  c o n t a i n e d   i n   t h e   i n s t r u c t i o n  word l o c a t e d   i n   t h e   i n s t r u c t i o n   r e g i s t e r .  

This   address  is f u r n i s h e d   t o   t h e  memory a d d r e s s   r e g i s t e r  a t  t h e   c o r r e c t  time as spec i f i ed  

by t h e   c o n t r o l   u n i t .  The r e s u l t  of the  operat ion  usual ly   goes  into  the  accumulator .  

The i n p u t   u n i t  and output   un i t   have   assoc ia ted   wi th  them a d a t a   r e g i s t e r  and an 

addres s   r eg i s t e r   ana logous   t o   t he  memory a d d r e s s   r e g i s t e r  and memory d a t a   r e g i s t e r  

of t h e  memory u n i t .  Data coming  from  an ex terna l   device  i s  p laced   in to   the   input -  

ou tpu t   ( I /O)da ta   r eg i s t e r  and later t r ans fe r r ed   i n to   t he   accumula to r   fo r   u se   i n s ide  

the  computer. Data go ing   t o   an   ex te rna l   dev ice  is t r a n s f e r r e d  from the  accumulator 

t o   t h e  1/0 d a t a   r e g i s t e r  from  which it is removed by t h e  1/0 dev ice .   S ince   t yp ica l ly  

several   input-output   devices  are connected  to  the  computer,   input-output  addresses 

must   be   spec i f ied   to   ident i fy   which  110 device is requested.  The func t ion  of t h e  

I/o address  repister i s  to   designate   the  address   of   the  I/O device ;   the   address  of 

t h e   I f 0   d e v i c e  is  nothing more than a number which i t  has  been  given  to  uniquely 

i d e n t i f y  it. 

A computer   can  perform  only  the  operat ions  which  have  been  bui l t   in to  i t .  The 

list of operations  which a computer  can  perform is c a l l e d   t h e   i n s t r u c t i o n   r e p e r t o i r g  

of  the  computer. Any program  which  can  be  executed by a computer is made up of  only 

t h o s e   i n s t r u c t i o n s   c o n t a i n e d   i n   t h a t   c o m p u t e r ' s   i n s t r u c t i o n   r e p e r t o i d .  

An i n s t r u c t i o n  is a s t e p   i n  a program  but w e  w i s h   t o   i n d i c a t e   i n   d e t a i l  what 

comprises  an  instruction.  For  purposes  of  discussion  the  following  description of 

a n   i n s t r u c t i o n  is re fe renced   t o  a single  address  computer.  A computer   instruct ion is  

made up of t h r e e   b a s i c   p a r t s :  

The opera t ion  code (op  code) is t h a t   p a r t  of  an i n s t r u c t i o n  which s p e c i f i e s   t o  

the   cont ro l   un i t   which   opera t ion  i s  to  be  performed  (add,   subtract ,   t ransfer   data  

t o  o r  from memory, etc.) 
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The ins t ruc t ion   mod i f i e r  is a group of b i t s  which f u r t h e r   s p e c i f i e s  how the   i n s t ruc -  

t i o n  is to   be   per formed.   For   example ,   the   add   opera t ion   ord inar i ly   resu l t s   in   the  

Sum being  placed  in   the  accumulator   only.  A m o d i f i e r   t o   t h e  add  op  code  might  specify 

t h a t   t h e   r e s u l t   o f   t h e  add   opera t ion   a l so   be   p laced   in to  a memory loca t ion .  

The address  of  the  second  operand is t h e   t h i r d   b a s i c   p a r t  of   an  instruct ion.  The 

address  is simply  the number of t h e  memory loca t ion  which   conta ins   the   da ta   to   be  

operated on as s p e c i f i e d   b y   t h e  op  code. 

The  computer  has two c h a r a c t e r i s t i c s  which make i t  an exceedingly  powerful  aid 

t o  problem  solving.   Firs t ,   the   computer   can  perform  operat ions  (a lbei t   s imple)  

exceedingly  rapidly.  It i s  not  uncommon f o r  a la rge-sca le  modern  computer t o   b e   a b l e  

to   perform,   for   example,   one  mil l ion  addi t ion  operat ions  in   one  second . Fundamental 

t o   t h e   a b i l i t y   t o  do  s imple  operat ions  exceedingly  fas t  is t h e   a b i l i t y   t o   o b t a i n   t h e  

d a t a  a t  an  adequately  rapid rate. The a v a i l a b i l i t y  of t h e   d a t a  a t  such a rate implies  

t h a t   b o t h   t h e   i n s t r u c t i o n s   f o r   o p e r a t i n g  on t h e   d a t a  and t h e   d a t a   i t s e l f  must  be 

s t o r e d   i n   t h e  computer memory. 

* 

The second  characterist ic  of  fundamental   importance  in  the  computer is  its 

a b i l i t y   t o  perform  the same sequence  of   operat ions  an  arbi t rary number of t imes,  ex- 

cept   tha t   the   sequence  is performed  each time on a d i f f e r e n t  se t  of data-- this  i s  t h e  

a b i l i t y  of the  computer  to  modify i t s  own program. It  might   appear   tha t   to   ins t ruc t  

a computer to   per form  the   opera t ions   necessary   to  add by p a i r s  two tables   of   100 

numbers each would r equ i r e  200 o r  more in s t ruc t ions .  On the   con t r a ry ,  i t  i s  a s imple 

matter t o   p u t   i n s t r u c t i o n s   i n   t h e  program  which  modify t h e   i n s t r u c t i o n   a d d r e s s e s   i n  

a way to   s t ep   t h rough   t he   pa i r s   o f  numbers i n   t h e   t a b l e s  and make t h e   t o t a l  number 

of   requi red   ins t ruc t ions   someth ing   l ike   t en .  

2.2 Computer  Programming  Languages 

I n   t h e   f i n a l   a n a l y s i s  a d i g i t a l  computer  can  only  recognize  binary  patterns.  Thus 

t h e r e  are several  programs  between  the  computer programmer using FORTRAN (or   another  

high-level  programming language)   and  the  actual   execut ion by the  computer  of  the 

opera t ions   reques ted  by t h e  programmer i n   h i s  FORTRAN program. Three  levels   of  

computer  languages are i n  wide  use  today:  assembly  languapes,  procedure-oriented 

languapes  such as FORTRAN, and  problem-oriented  languages  such as the  input  language 

f o r  automatic   c i rcui t   analysis   programs.  

* 
The  response t i m e  of t h e   l o g i c   d e v i c e s   i n t e r n a l   t o  a modern computer is a few 

nanoseconds,  which is a n   i n t e r e s t i n g   c o n t r a s t   t o   t h e  few  mill iseconds  response t i m e  
of the  neurons  of  the  computer  user.  
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* 
The assembly  language i s  t h e   f i r s t   l e v e l  of  computer  language removed from  the 

binary  pat terns   which  the  computer   direct ly   recognizes .   Consider   the add operat ion.  

The   b ina ry   pa t t e rn   fo r   t he  add  operation(which is  t h e  add  op  codelfor a p a r t i c u l a r  

computer  might  be  1000.  Before  the  computer  can  actually  execute  an add opera t ion ,  

i t  must  have i n   t h e  op code  portion  of its i n s t r u c t i o n   r e g i s t e r   t h e   b i n a r y   p a t t e r n  

1000. It a l s o  must  have, i n   t h e   a d d r e s s   f i e l d  o f   t he   i n s t ruc t ion  word, t he   b ina ry  

p a t t e r n  which  gives   the  locat ion of t h e  memory word containing  the  data   which is t o  

b e  added to   the   conten ts   o f   the   accumula tor .  The assembly  language  enables  the  pro- 

grammer t o   u s e  a suggestive  sequence of l e t te rs  c a l l e d   a n   i n s t r u c t i o n  mnemonic, f o r  

example ADD i n   t h e  case of t h e  add   ope ra t ion ,   t o   spec i fy   t ha t   an   add i t ion  is t o   b e  

performed.  Before t h i s   a d d i t i o n   o p e r a t i o n   c a l l e d   f o r  by the  assembly  language  pro- 

graq  can  be  performed  in  the  computer,  i t  must  be  processed by another  computer program-- 

ca l l ed   t he   a s semble r - -wh ich   has   t he   ab i l i t y   t o   i n t e rp re t   t he  letters ADD as t h e  op code 

1000 f o r   t h e  add opera t ion .   I f  w e  wish t o  add t h e  numbers X and Y ,  t h e   a v a i l a b i l i t y  

of t h e  assembly  language  enables  us  to write a sequence of ins f ruc t ions   which   loads  

the  accumulator  with X,  adds Y ,  and s t o r e s   t h e   r e s u l t  a t  a des i r ed   l oca t ion  2 .  Such 

a sequence is  

LDA X 

ADD Y 

ST0 2 

where LDA, ADD, and ST0 are r e spec t ive ly   t he  mnemonics for   loading   the   accumula tor  

from  the memory, adding  to  the  accumulator,   and  storing  the  contents  of  the  accumulator 

i n   t h e  memory. Each  of t he  let ters X, Y ,  and Z represents   the  symbolic   address   of  a 

memory word. The a s semble r   i n   add i t ion   t o   conve r t ing   t he   i n s t ruc t ion  mnemonics t o   t h e i r  

b ina ry   equ iva len t s ,   a l l oca t e s  memory  h:vds and converts  each  symbolic  address  used 

i n  an  assembly  language  program t o  a f ixed   b inary  memory address .  Thus assembly 

language programming con t r a s t s   t o   hav ing   t o  write the   b ina ry   pa t t e rns   fo r   each  computer 

i n s t r u c t i o n  and t o   a l l o c a t e  memory loca t ions  by wr i t i ng  a binary memory addres s   fo r  

each  data  word used i n   t h e  program. 

The procedure-oriented  languape, of which FORTRAN is t h e   b e s t  known and  most 

widely  used  example,  effectively  removes  the programmer one   l eve l   fu r the r  from t h e  

ted ious   t ask   o f  programming the  computer  with  binary  patterns.   Thus,   whereas  three 

assembly  language  instructions were requi red   to   spec i fy   the   addi t ion   o f  X andY  and 

** 

* 
Assembly language is  a lso   ca l led   machine   l anguage ,   s ince   the   de ta i l s   o f   an   assembly  

language are h ighly   dependent   on   the   de ta i l s  of the   spec i f ic   machine( the   spec i f ic   computer )  
on  which it is used .   Or ig ina l ly ,   machine   l anguage   meant   the   b inary   pa t te rns   d i rec t ly  
recognized by a computer. ** 

FORTRAN is a contract ion  of   "formula  t ranslat ion".  



s t o r e   t h e   r e s u l t   i n   t h e  memory a t  loca t ion  Z, t h e  FORTRAN statement   for   accomplishing 

t h i s  would  be  simply 2 = X + Y. The  program  which  processes  the FORTRAN statement  

( c a l l e d   t h e  FORTRAN compiler)  would  produce  the same sequence  of   binary  pat terns   that  

the  assembly  language  instructions  produce. Whereas i n   w r i t i n g  i n  assembly  language 

one   s ta tement   mus t   be   wr i t ten   for   each   ins t ruc t ion   to   be   executed ,  a FORTRAN statement  

(and in  general   any  procedure-oriented  language  statement) w i l l  produce  several   computer 

i n s t r u c t i o n s ,   t y p i c a l l y   f o u r   o r   f i v e .  

An advantage of procedure-oriented  languages  which is probably  more  important 

t h a n   t h e i r  ease of  use by t h e  programmer is t h a t  a procedure-oriented  language  program 

is nearly  machine  independent ,   in   dramatic   contrast   to   the  program  wri t ten  in   assembly 

language. Thus a program  which is w r i t t e n   i n  FORTRAN c a n   b e   i n t e r p r e t e d ,   v i a   t h e  

FORTRAN compiler  of  any  computer  which  has  one,  and  then  executed on that  computer,  

with  only  minor  program  changes  between  different  computers. A s p e c i f i c  computer 

a lmost   never   s tays   in  a p a r t i c u l a r   i n s t a l l a t i o n   f o r  more than a few  years. The use  

of procedure-oriented  language programming is t h e   o n l y   e f f e c t i v e  way to   p reven t   l o s ing  

the   l a rge   inves tment   in  programming time and  checked-out  programs for   the  old  computer  

when the  new computer is i n s t a l l e d .  

The problem-oriented  language is  the  newest  and  in many ways the  most  powerful 

computer  language. A s i n g l e   s t a t e m e n t   i n  a problem-oriented  language  might  result  

in   the   execut ion   of  up to   several   thousand  computer   instruct ions.   Problem-oriented 

languages are d i s c u s s e d   i n  later sec t ions   o f   the   repor t .   In   essence   they   cons is t   o f  

the   input   l anguages   to   spec ia l   p rograms  wr i t ten   to   a id   in   spec i f ic   p roblem areas, e.g. , 
problems i n  network  analysis.  

I n   t h e   f i n a l   a n a l y s i s ,   t h e  computer  can do no more and no less than   prec ise ly  

what i t  i s  i n s t r u c t e d   t o  do v i a   t h e  program.  Given  adequately  clever  people  preparing 

and  using  the  computer  programs,  the  computer  can  indeed do some very  impressive  things.  

A s  a n . a i d   t o   d e s i g n   f o r   r e l i a b i l i t y ,   t h e  computer  enables  equipment  designers  to con- 

duct many more  and more thorough  analyses   of   their   designs  than would be  possible  by 

any  combination  of hand ca l cu la t ion  and laboratory  experimentat ion.  However, i t  is 

up t o   t h e  computer  users  to  examine  the  output  from  the  programs  they are u s i n g ,   t o  

i n t e r p r e t   t h e  computer r e s u l t s ,  and  themselves t o  make t h e   c o r r e c t i o n s  and  design 

modifications  which  they  discover  via  computer  analysis.  The  computer does  not  by 

any s t r e t c h  of the  imaginat ion remove the   need   fo r  good engineer ing and clear th inking  

i n   t h e  development  and  design  of  reliable  equipment. 

2.3 Basic Mathematical  Problems  that Can B e  Solved by a Computer 

Problem so lv ing  is a n   e s s e n t i a l   p a r t  of  engineering  design. Some of t h e  problems 

are very s i m p l e  from a computat ional   s tandpoint ,   requir ing  only a s l i d e   r u l e ,  a 

penc i l ,  and a piece  of  paper,   while  other  problems  require a team of engineers  working 
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many days  or   perhaps  years .  The latter problems were a t t acked  by approximations 

based  on  simplifying  assumptions when d i g i t a l  computers were no t   ava i l ab le .  However, 

i t  is now prac t ica l   to   eva lua te   the   adequacy   of   such   assumpt ions   and   de lve   in to   sys tem 

analysis  problems  which would have  been  impract ical   only a few yea r s  ago. 

Solving a par t icular   engineer ing  problem on a computer   usual ly   requires   the  use 

of  several   basic  mathematical   techniques.   For  example,   suppose  that  we w i s h   t o   o b t a i n  

t h e  minimum value  of  a p a r t i c u l a r  known f u n c t i o n   f ( x )  on a c e r t a i n   i n t e r v a l   [ a , b ] .  

I n  some cases t h e   d e r i v a t i v e   f u n c t i o n   c a n   b e   w r i t t e n   w i t h o u t   d i f f i c u l t y ,   t h e   r e s u l t i n g  

equat ion  solved  for   the  zeros ,   and  the  . solut ions  tes ted  to   determine  which  value  of  

the   independent   var iab le   y ie lds   the  minimum value  of  the  response  or  performance 

va r i ab le .  However, i n  some problems  the  wri t ing  of   the  der ivat ive  takes   considerable  

time and its eva lua t ion  a g rea t   dea l   l onge r  time than   t he   eva lua t ion   o f   t he   o r ig ina l  

func t ion ,  and of ten   the   equat ion   ob ta ined  by equa t ing   t he   de r iva t ive   t o   ze ro  is hard 

t o   s o l v e .  Hence a computer is u s e d   t o   a i d   i n   t h e   a n a l y s i s .  

Again t h e r e  are many avenues  of  attack on t h e  problem. One approach is t o  

e v a l u a t e   t h e   f u n c t i o n   f ( x )  a t  a s ing le   va lue   o f  x w i t h i n   t h e   g i v e n   i n t e r v a l  and 

then select another  x v a l u e   a t  some p rede te rmined   d i s t ance   f rom  the   f i r s t   po in t  and 

compare t h e  two va lues .   I f   t he   va lue  of t he   func t ion   a t   t he   s econd   po in t  i s  less than 

a t  t h e   f i r s t   p o i n t ,   t a k e  i t  as a new re fe rence   po in t  and  proceed t o  a t h i r d   p o i n t ,  etc. 

In   such a p rocess   t he   i n t e rva l   o f   s t ep   s i ze   be tween   success ive   x ' s  must  be  decreased 

i n  a systematic  manner when no  improvement resu l t s   f rom  increas ing   or   decreas ing  x 

by t h e   p r e s c r i b e d  s t e p  s i z e .  Such  a procedure w i l l  u l t i m a t e l y   l e a d   t o  an  adequate 

so lu t ion   of  a problem  of a loca l   min imq ,and   i n   t he  case of a convex  function  on  the 

i n t e r v a l   a n   a b s o l u t e  minimumyas s e e n   i n   t h e   f i g u r e  below. 

* 

V Local 
Minimum 

Absolute 

I 
Minimum 

Figure 2-2. Minima of a Funct ion  f (x)  
* 
Linear   interpolat ion  never   underest imates   the real va lue  of  a  convex f u n c t i o n   a t  

t he   i n t e rpo la t ed   po in t .   Fo r  a mathematical   def ini t ion  of  a convex func t ion ,  see Ref. 2.2. 
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Another   a t tack on the  problem is t o  select th ree   po in t s   on   t he   i n t e rva l   [ a ,b ] ,  

f i t   t h e   c o r r e s p o n d i n g   y ' s  by  parabola,  and estimate the   l oca t ion   o f   t he   ve r t ex .  Then, 

select t h r e e  new p o i n t s  in  the  neighborhood  of   this  vertex and repeat   the   above;  

even tua l ly   t he   l oca t ion  of t h e   l o c a l  minimum po in t  is de te rmined   t o   w i th in   t he   des i r ed  

degree of prec is ion .   This   approach   requi res   the   eva lua t ion  of t h e   f u n c t i o n  a t  t h r e e  

po in t s  and t h e   s o l u t i o n   o f  a set o f   t h ree   l i nea r   s imu l t aneous   equa t ions   fo r   each  

i t e r a t i o n .  It a l so   r equ i r e s   t he   p rov i s ion  of a l o g i c a l   p r o c e d u r e   f o r   a l t e r i n g   t h e  

s t e p   s i z e  as the   i t e ra t ions   converge   toward   the   so lu t ion .  

I f   t h e   f u n c t i o n  is convex  and  only  one  independent  variable is involved ,   there  

is a nea r  optimum procedure   for   f ind ing   the  minimum us ing   t he   p rope r t i e s  of t h e  

Fibonacci numbers 1, 1, 2, 3, 5 ,  8, 13, 21, ..., where  each number in   t he   s equence  

is obtained by adding  the two previous  numbers,   that  is 

This  procedure is cons ide red   i n  Ref. 2-2 under  the  basic  problems  of  optimization. 

Also see Ref. 2-3 f o r  a mathematical   t reatment   of   this   subject .  

In   t he   fo l lowing   s ec t ions   a r e   p re sen ted  some of the  basic   problem  types,  some 

of t he   approaches   t o   so lu t ion ,  and t h e   r e l a t i o n  of t hese   bas i c   p rob lems   t o   t yp ica l  

engineering  problems  via  particular  computer  programs.  This  approach was s e l e c t e d  

to   avoid  some of the  redundancy  which would occur as a r e s u l t  of t reat ing  problems 

i n   e l e c t r o n i c s ,   o r   p r o p u l s i o n ,   o r   s t r u c t u r e s   a s   s e p a r a t e  problems when i n   f a c t   t h e y  

may be a l l  of t h e  same b a s i c  problem a rea .  

Function  Evaluation 

The f i r s t  problem  type is one  of  evaluating a funct ion  of   one  or   several   var iables  

def ined by 

y = f ( x  1' x29 ". 9 

= f(xJ 

where x = (xl, ..., x ) and x is the   i - th   var iab le .   For   s imple   func t ions  a computer 

is not   needed   to   so lve   for  y for   g iven   va lues  of t h e  xi;  however, i f   t h e   o p e r a t i o n  

is  t o  be   r epea ted   f r equen t ly   o r   i f   t he   func t ion  is complex t h e   u s e   o f  a computer is 

n i 

. o f t e n   j u s t i f i e d .  The d i sp lay   o f   t he   ou tpu t   i n  a tab le   o r   g raph   form is  important  from 

the   u se r   s t andpo in t .   I f   t he   func t ion  is an  important  one a t a b l e  of v a l u e s   f o r   f u t u r e  

use  can  be  prepared  for   dif ferent   values  of 11. It is obvious  that  a computer  can  be 

used   to   ob ta in  reams of   paper   containing  numerical   values   of  y for   var ious  combinat ions 

of x i=1, ..., n. However, t he   ob jec t ive   o f   t he  problem  and t h e   u s e s   t o   b e  made 

of   the  resul ts   should  be  thoroughly  considered  pr ior   to   computat ion.  There is no 
i' 
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need t o   t a b u l a t e  a function  which  can  be computed almost as r e a d i l y  by  hand as one 

can l o c a t e   t h e   t a b l e  and  then  look it up.  Although t h i s   s t a t e m e n t  seems obvious i t  

is poss ib l e   t o   l oca t e   examples   o f   such   func t ions   t abu la t ed   i n   t he   l i t e r a tu re .   A l so ,  

t h e   s e l e c t i o n  of   the  values   of   the  x i=l, ..., n a t  which t o  compute t h e  y’s is 

an  important   aspect   of   the   problem. 
i’ 

In   engineer ing   appl ica t ions   the   per formance   or  some figure-of-merit  (FOM) of  an 

equipment  can  often  be  expressed as a func t ion  of t h e   c h a r a c t e r i s t i c s  of i ts p a r t s  

and the  inputs ,   environments ,   loads,  etc. Thus the  FOM may be   ob ta ined   fo r   va r ious  

va lues   o f   t he   va r i ab le s  which in f luence  i t .  Computation  of s t a t i c  and  dynamic  responses 

w i t h   c i r c u i t  and s t r u c t u r a l   e q u a t i o n s  are t y p i c a l  examples in   eng inee r ing .  

Functional  Equation 

N e x t  consider   the  inverse   problem  of   solving  for  5 g iven   y ,  i. e . ,  i f  

determine 5 such   t ha t   f (5 )  = yo,   where  the  solut ion(s)  w i l l  be  denoted by x . For 

example, w e  may have   an   a lgebra ic   equa t ion   in   one   var iab le  x and  wish   to   so lve   for  

the   va lues   o f  x a t  which the   curve   cor responding   to   the   equat ion  y = f ( x )   c r o s s e s  

o r   i n t e r s e c t s   t h e  x axis ( l i n e  y E 0) .  We may wish to   ob ta in   the   ex t reme  po in ts  

(maxima, minima, po in t s   o f   ze ro   de r iva t ive )   fo r   f (x )  when the   de r iva t ive   func t ion  

f’(x)   can  be  readi ly   obtained.   In   general   the   problem may r e q u i r e   t h e   u s e  of  an 

i te ra t ion   t echnique ,   such  as the  Newton-Raphson method of   solving  an  equat ion by 

us ing   the   cons t ruc t ion  of success ive   t angents   to   the   curve  a t  poin ts   approaching   the  

so lu t ion .  

a 

* 

A t yp ica l   eng inee r ing  example  of  the  above  problem i s  to   f i nd   t he   pa rame te r   va lues  

y i e ld ing  a given  level  of  performance. It is  poss ib l e   t o   ob ta in   con tour s  of equal  

performance  values  of  the set of a l l  values   of   the   independent   var iables   corresponding 

t o y = y  o ,  yl, ..., ym.  Such a se t  of  contours is i n d i c a t e d   i n   F i g .  2-3. Such 

techniques  can  be  helpful   in   determining  the  operat ing  condi t ions  yielding  the  desired 

performance. The above  technique becomes very   he lpfu l  when two o r  more dependent 

or   performance  var iables  are being  considered.  For  example, i n   F i g .  2-4 two v a r i a b l e s  

are shown and the   reg ion   of   opera t ion   def ined  by the  set of   the  x i=l, 2 ,   fo r  which 

y1 1 30, y2 5 20. The shaded  region  provides a reg ion   of   opera t ion   which   sa t i s f ies  

the  given  constraints .   Further   discussion  of   such  an  approach  and  pract ical   problems 

assoc ia ted   wi th  i t  are i n  Vol. I - Parameter Var i a t ion   Ana lys i s   o f   t h i s  series. 

i’ 

* 
There are numerous t e x t s  on standard  numerical  methods.  Refs.2-4 and 2-5 are 

good s t a r t i n g   p o i n t s .  
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Figure 2-3. Typical  Performance  Contours 

-"2 
A 

yl=30 

y =20 2 

I * x1 

Figure 2-4. Region  of  Desired  Performance 
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If  a system  of  equations is involved  the  problem may have a s i n g l e   s o l u t i o n   o r  

a 'mult iple   solut ion  depending on the   degree   o f   the   equat ions ,   the  number  of equat ions 

r e l a t i v e   t o   t h e  number of unknowns, etc. Many problems i n  real wor ld   appl ica t ions  

r e s u l t   i n  a system  of   equat ions  to   be  solved  for   the  value  or   values   of   the  unknown 

v a r i a b l e s  which s a t i s f y   s p e c i f i e d   c o n d i t i o n s .  Some of these  problems will be  considered 

l a t e r .  

Functional  Approximation 

Another  important  problem i n  computer a p p l i c a t i o n  is t h e   u s e  of f u n c t i o n a l  

approximat ions   to   func t ions  which  cannot'  be  expressed i n  a c losed  formye.   g . ,  some 

i n d e f i n i t e   i n t e g r a l s   o r   t h e  sum of  an i n f i n i t e  series. For  example,  the  approximations 

t o   s i n  x and e can  be i n   t h e  form  of a Taylor series or  orthogonal.   polynomials  such 

a s  Chebyshev,  Legendre,  and  Hermitian  polynomials.  In many a p p l i c a t i o n s  a f i n i t e  

Taylor series approximation is t o  be  used. On the  other   hand,   extremely  accurate  

approximations  are   sometimes  needed,   such  as   for   the  cumulat ive  probabi l i ty   integral  

o f   t he   Gauss i an   d i s t r ibu t ion .   Ra t iona l   i n t eg ra l   func t ions   a r e   o f t en  used in  approximating 

such  curves.  See  Ref.2-5  for  examples  of  approximations  to a v a r i e t y  of  functions.  

X 

One usefu l   appl ica t ion   in   engineer ing   problems is reducing a complex f u n c t i o n   t o  

a l i n e a r   o r  , when necessa ry ,   t o  a second  degree  approximation. Such  an  approach is 

u s e f u l   i n   d e r i v i n g   t h e   p r o p e r t i e s  of t h e   d i s t r i b u t i o n   o f  a performance  var iable  y 

i n  terms of t h e   c h a r a c t e r i s t i c s   o f   t h e   d i s t r i b u t i o n s  of the   independent   var iab les .  

It i s  a l so   app l i ed   o f t en   i n   cons t ruc t ing   con tour s  and  performing  sensi t ivi ty   analyses .  

A l inear   approximation is  most o f t en   su f f i c i en t   ove r   t he   r eg ion  of i n t e r e s t .  

This   p roblem  type   l eads   log ica l ly   in to   the   p roblem  a rea   o f   curve   f i t t ing  which 

is discussed  below. The two problems a re   s epa ra t ed   he re   because   t he   f i r s t  problem 

type   dea ls   wi th  a known model def ined   expl ic i t ly   such   as  

X y = e  

o r  

, x  

o r   on ly   imp l i c i t l y   such  as 

f ( t ,   y ,   d y / d t ,  ... ) = 0. 

The  curve f i t t i n g  problem on t h e   o t h e r  hand t r e a t s  a given model form with unknown 

constants   to   be  determined  f rom  given  data .  
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Curve F i t t i n g  

Suppose tha t   ins tead   of   be ing   g iven  a funct ion as suggested  above  one is given 

a set of values  yi and the  corresponding xi or x i n   t h e  case of several   independent 

var iables .   For   one  independent   var iable   and  one  dependent   var iable ,  a curve may be 

f i t t e d   t o   t h e   d a t a   f r e e h a n d .   I f  however w e  have some knowledge  concerning  the  under- 

l y i n g  mechanism (a model  form)  and  wish t o  estimate cer ta in   cons tan ts   o r   parameters  

of t h e  model, a more appropriate   procedure would b e   t o  estimate the  parameters  by a 

mathematical  procedure  such as t h e  method of l ea s t   squa res .  Even when t h e  model  form 

is  no t  known, t h e r e  i s  o f t en   cons ide rab le   advan tage   i n   f i t t i ng   t he   cu rve  by a mathe- 

m a t i c a l   i n t e r p o l a t i o n   o r  a graduat ion  formula  such  as  a l i n e a r   o r  second  degree 

f u n c t i o n   i n  x o r   poss ib ly   i n   l / x   depend ing   on   t he   na tu re   o f   t he   g iven   da t a .  Such a 

predic t ion   equat ion  is sa t i s f ac to ry   on ly   i n   t he   r eg ion  of t he   g iven   da t a   un le s s  

t h e o r e t i c a l  knowledge is a v a i l a b l e   t o   a l l o w   c o r r e c t   e x t r a p o l a t i o n  beyond the   r eg ion  

of   experimental   resul ts   g iven by the   da t a .  

"i 

Anothe r   c lo se ly   r e l a t ed   t echn ique   fo r   f i t t i ng  a curve is smoothing  the  data.  

Smoothing t h e   d a t a  i s  based on the   f i t t i ng   o f   po lynomia l s   t o  a set of   successive  data  

po in t s  and c a l c u l a t i n g   t h e  "smoothed" points.   For  example,   suppose  that  2 t  + 1 

successive  equal ly-spaced  points ,   ( t  = 1 , 2 ,  ... ) a r e   s e l e c t e d  and a polynomial of 

d e g r e e   t h r e e   f i t t e d   t o   t h e s e   p o i n t s .  Then t h e  smoothed va lue  of y is given by 

* 1  
y2 35 

= - ( - 3 ~ ~  + 12y1 + 17y2 + 12y3 - 3y4) 

where y yl, ..., y4   a r e   f i ve   consecu t ive   va lues  of y. 
0' 

The least squares   technique  has   the most u s e f u l   a p p l i c a t i o n  when f i t t i n g  a curve 

t o  a set of observed  (experimental)   data   points .   Suppose  that   one  hypothesizes  

t h a t   t h e  mean va lue  of the performance  var iable  y of  given x is a l inea r   func t ion  of 

c e r t a i n   f u n c t i o n s  f.@) of the  independent   var iables  xi, i=1, ..., n.  The  expected 

value  of  y is 
1 

P 

o r  

n = Bo + Uii f i @ ,  

where  denotes  the mean value  of  y for   g iven   va lues  of x. For  example, i f  f i&) = Xi 

and p = n,   then  

n = Bo + B1xl,.. . + Bnxn (2-4) 
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is a l i n e a r   f u n c t i o n   o f   t h e  x I f  one   t he   o the r  hand f . & )  = l /xi  and p = n,  then i' 1 

rl = Bo + B1/xl + . . . + Bn/xn 

is no t  a l i nea r   func t ion   o f   t he  x ' s .  However, i t  is a l i n e a r   f u n c t i o n  of t h e  B's 

which are to   be   es t imated   f rom  the   g iven   da ta  by t h e  method of least  squares.  Thus 

t h e  estimates b o ,  bl, ..., b of B1, ..., are given by the   va lues  of t he  B's which 

minimize  the sum of  square  of  deviations 

i 

P BP 

s = CIy - Bo - C B i  f i b ) )  . 2 

Certain  assumptions are made i n   t h i s   s o l u t i o n ,  namely t h a t   t h e  y = f . ( x )   a r e   d i s t r i -  

buted  about  the  corresponding means TI = B + CB. f . ( ~ )  with  constant   var iance  and 

tha t   t hey  are independent  observations.  The s o l u t i o n   t o   t h e  least  squares  problem 

is obtained by so lv ing  a se t  of p + 1 equa t ions   i n  p + 1 unknowns, o f t e n   r e f e r r e d   t o  

as normal   equa t ions   in   the   l i t e ra ture   [Ref .  2-41. 

i I -  

i o  I 1 -  

I n  many physical  problems  the  model  form  cannot  be  expressed as simply as above 

( i . e .  as a l i n e a r   f u n c t i o n   i n   t h e  unknown cons tan ts  B i = O ,  1, ..., p) ,   bu t  i s  non- 

l i nea r ,   such  as 
i' 

- BIX 

y = Bo(l - e ). 

In   such  examples   i terat ive  procedures   must   be  used  to   solve  for   the  best  estimates of 

t h e   c o n s t a n t s   i n   t h e  least squares  sense.  For  example, see Ref.  2-6concerning two 

basic  approaches.  Computer programs  have  been  wri t ten  to   perform  the  i terat ion.   See 

Ref. 2-7 f o r  example.   This  problem  requires  the  use of a genera l   t echnique   for  

so lv ing  a system of non l inea r   equa t ions ,   e .g . ,   t he  Newton-Raphson technique  or  one 

of  the  search  techniques  which  have  been  widely  applied  for  such  problems. 

Although  the least squares   curve- f i t t ing  method is most f requent ly   used ,  i t  i s  

not   a lways   the ,most   des i rab le .   In  some s i t u a t i o n s   o n e   w i s h e s   t o   f i t   t h e   d a t a   b y  a 

curve which minimizes   the   g rea tes t   d i s tance   be tween  the   f i t t ed   curve   and   the   g iven  

data,   whereas  the least squares  method minimizes  the sum of squares  of the   d i s tances .  

For  example, i f   t h e   d a t a  are p r e c i s e   i n   t h e   s e n s e   t h a t   t h e y  are r e s u l t s  of some mathe- 

mat ica l   ca lcu la t ion   ( such  as the   so lu t ions   o f  a d i f f e r e n t i a l   e q u a t i o n  a t  a p a r t i c u l a r  

value  of   the  independent   var iable)  i t  may b e   d e s i r a b l e   t o  re la te  the   so lu t ion ,   which  

may be a performance  measure  of   interest ,   to   the  values   of   cer ta in   design  parameters  

i n   o r d e r   t o   r e d u c e   t h e   n e e d   f o r   s o l v i n g   t h e   d i f f e r e n t i a l   e q u a t i o n s  many times. 

A s  an  example, i n   t he   des ign   o f   nuc lea r   r eac to r s  a problem  of  importance t o  

the   des ign   engineer  is the  hot  spot  in  sandwich-type  fuel  elements  which  contain a 
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uranium a l l o y  as t h e   c e n t e r   s e c t i o n  and   ano the r   a l l oy   fo r   t he   ex t e rna l   p l a t e s .  The 

d i f f e r e n t i a l   e q u a t i o n s   u s e d   i n   s o l v i n g   f o r   t h e  maximum temperature are qu i t e   i nvo lved  

and require  considerable  computing time on a modern high-speed  computer.  Consequently, 

i t  is d e s i r a b l e   t o  make use  of so lu t ions  of t hese   equa t ions   fo r   s eve ra l   pa rame te r s  

t o   i n f e r  what   the   so lu t ion  i s  for   o ther   parameter   va lues .  The s o l u t i o n s   t o   t h e  equa- 

t i o n s  are exac t   sub jec t   t o   d i sc repancy   i n   t he  model. Thus i t  is not  as meaningful 

i n   t h i s  case but   to   minimize  the sum of squa res   o f   dev ia t ions   be tween   t he   f i t t ed  

curve  and  the  given  data  as it  is  to   min imize   the   l a rges t   abso lu te   devia t ion   be tween 

the  two. A l i n e a r  programming technique can be   u sed   t o   so lve   t he   p rob lem  fo r   l i nea r  

approximations. 

Optimization 

The basic  problem  is:given y = f w ,  5 = (x1,x2, ..., x ) i n  some reg ion  R, t o  n 
de te rmine   the   va lue  of 5 that  minimizes  or  maximizes y. 

This is a common problem i n   a n a l y s i s ;   t h e  optimum so lu t ion  is des i r ed ,  where 

optimum is defined by means of   an  object ive  funct ion  such as c o s t ,   r e l i a b i l i t y ,   o r  

performance as a function  of  system  design  parameters.   In  general   the x i = l,..., 

n are not   only  confined  to  some reg ion ,   bu t   par t icu lar   func t ions   o f   the  x must 

sa t i s fy   g iven   des ign   cons t ra in ts .  The  form  of t he   ob jec t ive   func t ion  and t h a t  of 

the   cons t ra in t   func t ion   d ic ta te   the   type   o f   p rocedure(s )   tha t   apply .   For   example ,  

i f   t h e   o b j e c t i v e  and the   cons t r a in t   func t ions  are b o t h   l i n e a r ,  a l i n e a r  programming 

(LP) approach  can  be made. I f   t h e   o b j e c t i v e   f u n c t i o n  i s  quadra t ic   (nonl inear ) ,   then  

a quadrat ic   (nonl inear)  programming technique w i l l  be   used   in   de te rmining   the  optimum 

parameter   va lues .   I f   there  are no cons t r a in t s ,   such  as in   t he   ca se   o f   t he  least  

squares   equat ions  for   nonl inear   models ,   search  techniques  or   gradient   techniques are 

used i n  most s i t ua t ions .   See  R e f .  2-2 f o r  a fu r the r   d i scuss ion  of these  procedures .  

i’ 

i 

The fo l lowing   tab le   conta ins  a l i s t i n g  of  optimization  programs  categorized  by 

the  mathematical  problem area such as descr ibed   above .   Addi t iona l   l i t e ra ture   re fe rences  

concerning  the  par t icular   programs are n o t e d   a f t e r   t h e  program i d e n t i f i c a t i o n  number. 

The p r e f i x   t o   t h e  number when present   indicates   the  machine  configurat ion.   Because 

a l a r g e  number of LP programs are avai lable   no  a t tempt  is  made t o   g i v e  a complete 

l i s t i n g  of these .  However, for   the  remaining  categories   of   programs  the  l is t ing  should 

be  reasonably  complete  with  the  exception  of  programs  for  dynamic programming  and t h e  

a n a l y t i c a l   t e c h n i q u e s   o f   d i f f e r e n t i a l   c a l c u l u s  and ca lcu lus  of va r i a t ions .  

In   the   case   o f  dynamic  programming it  is on ly   poss ib l e   t o  wri te  programs  which 

so lve  a p a r t i c u l a r   t y p e   o r  class of  problem,  such as a r e l i a b i l i t y   o p t i m i z a t i o n  problem. 

I f   t h e  problem  can  be  solved by methods of d i f f e r e n t i a l   c a l c u l u s ,   t h e n   t h e   a n a l y t i c a l  

problem becomes one of so lv ing   the   resu l t ing   sys tem  of   equa t ions   for   the   loca t ion  of 

t h e   s t a t i o n a r y   p o i n t s  and  hence  of t e s t i n g   t h e   n a t u r e   o f   t h e   f u n c t i o n   o r   t h e  matrix 
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Table  2-1 

Listing  of  Optimization  Programs  by  Mathematical  Programming  Problems 

OBJECTIVE  FUNCTION 

CONSTRAINT 
Linear FUNCTION 

Linear 

Nonlinear 

No 

Constraint 

r 
Linear 
Programming 

. Deterministic . Integer . Stochastic 
7040-CQ-12X  [Ref.2-81 
7094-K1  3206M3  [Ref.2-81 
7040-H1  3384LSOB  [Ref.2-81 
3600-15.2.001  [Ref.2-81 
LIP 1 

IP01,2,3 

" " - " "  

SHARE  (SDA3335)  [Ref.  2-10] 

SHARE(1192,1191  and  1190) 
[Ref.2-10] 

Non-Linear 
Programming 

7094-K1  3206M3  [Ref.2-81 

(See  column (4) - Nonlinear 
Programming  Problems -- 
Calculus  of  Variations). 

(2) 
Quadratic 

~~ ~~ 

M r a t i c  
Programming 

7040-H1  3326QPF4 

(3) 
ieparable(Stagewise) 

Dynamic 
Programming 

Many  programs  cited 
in  the  literature 
for  specific  prob- 
lems; see  Refs. 
2-8  through  2-12. 

(4) 
Non-linear-Not  (2)  or (3) 

~ ~~ - 
Non-linear 
Programming 

7040-H9  IBM 0007 [Ref.2-81 
7090-H9  IBM  0021  [Ref.2-81 
7090-H2  3430GPGO  [Ref  .2-81 
7040-H2  3429GP40  [Ref.2-81 
7040-H2  3189SORT  [Refs.2-8 

and  2-91 
7090-H1  3199NLP  [Ref.2-81 

Calculus  of  Variations 

Differential Search  Techniques 
Calculus 7090-HO  3214MINS  [Ref.2-81 

0709-C3  3376SEAR  [Ref  .2-8-1 
MINI [Ref.  2-11] 
BOTM [Ref.P-ll] 

FIBONACCIAN [Ref.2-71 
DIRECT  SEARCH [Ref.  2-71 

ROSENBROCK [Ref.2-121 
SCOOP [Ref.  2-11] 
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of   second  der ivat ives  a t  each  of  the extrema1 poin ts   to   de te rmine   whether  it is a maximum, 

a minimum, an i n f l e c t i o n ,   o r  a saddle   po in t .   These   ca lcu la t ions   can  a l l  be  performed 

numer ica l ly   i f   des i red .  No programs are i d e n t i f i e d   i n   t h i s  area. Simi la r   t rea tment  

of   the  method of   Lagrangian   mul t ip l ie rs  is p o s s i b l e   f o r  some problems  with  constraints .  

However, i f  a l i nea r ,   quadra t i c ,o r   non l inea r  programming technique is a p p l i c a b l e ,   t h e  

method  of  Lagrangian  multipliers is probably   no t   go ing   to   be   e f f ic ien t .  

Ref. 2-2 contains   summaries   of   several   publ icat ions in  which  one o r  more  of t h e  

opt imizat ion  procedures   are   appl ied.  

Simulation 

The problem  statement is: given a process   or   system which y ie lds   an   ou tput  y 

for   g iven   inputs  5, cha rac t e r i ze   t he   ou tpu t  y. One approach   to   descr ib ing  an output  y 

is t o   s i m u l a t e   t h e   p r o c e s s  by gene ra t ing   t he   i npu t s  xl, ..., x by an  appropriate  pro- 

cedure,  such as the   use   o f  a random  number generator,   and  then  use a system  model t o  

obtain  the  output.   This  procedure is repeated a s u f f i c i e n t  number of times t o  

cha rac t e r i ze   t he   ou tpu t   t o   t he   deg ree  of p r e c i s i o n   d e s i r e d .  

n 

A g r e a t   v a r i e t y  of  problems  can  be  solved by simulation.  For  example, i f  y = f ( d  

is a complex function  of random var iab les   x l ,  ..., x t h e n   t h e   d i s t r i b u t i o n  of t h e  

random v a r i a b l e  y can  be  estimated by performing a s u f f i c i e n t  number of Monte Carlo 

runs. Such  a procedure is o f t e n   u s e d   i n   r e l i a b i l i t y  and   parameter   var ia t ion   ana lys i s  

a s  a m e a n s  of es t imat ing  the  probabi l i ty   that   the   performance  measure of i n t e r e s t  

will f a l l   i n s i d e   c e r t a i n  l i m i t s ;  such Monte Carlo  techniques  are   discussed later i n  

t h e   r e p o r t .  

n’ 

Simulat ion  can  be  appl ied  to  random walk  problems,  such as t h a t  of a neutron 

p a r t i c l e   i n  a n u c l e a r   r e a c t o r ,   t o   t h e   b e h a v i o r   o f  a s equen t i a l  test  procedure  given 

cer ta in   assumptions  concerning  the  underlying  dis t r ibut ions,   or   to   diffusion  problems.  

An i ndus t r i a l   p rocess  can  be  s imulated  for   the  purpose  of   improving  the  eff ic iency.  

Repair  and  service time (queueing)  problems are examples  which may r equ i r e   t he   u se  

of simulation  techniques.  Of course many of t h e  above  problems, i f   s u f f i c i e n t l y  

s i m p l e ,  can   be   t r ea t ed   ana ly t i ca l ly  and t h e   u s e  of a Monte Carlo  procedure is wasteful .  

I n  many r ea l   wor ld   app l i ca t ions ,  however, the  complexity is such   t ha t   t he   u se  of approxi- 

mat ions  or  a s imulat ion i s  required.  

D i f f e r e n t i a t i o n  
a 2  a 2  
1 j axi 

The problem is: given y = f ( d  , determine e , , - , etc. 

This   problem  can  be  t reated by the   appropr ia te   combina t ion  of the  techniques  given 

above.  However, i t  is a basic   problem  of   f requent   appl icat ion and uses   the  techniques 

of d i f f e rence   ca l cu lus .   Fo r  example,  one  obvious  procedure f o r   o b t a i n i n g   t h e   f i r s t  

d e r i v a t i v e  of a given  funct ion a t  po in t  x i s  t o   e v a l u a t e   t h e   f u n c t i o n  a t  t h r e e  1 
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equal ly   spaced  points  x , x1 , x2 and  average  the  corresponding  s lopes  of   the   secant  

l i nes   connec t ing   t he   po in t s  as shown i n   t h e   f o l l o w i n g   f i g u r e .  Thus the  estimate 

of t h e   d e r i v a t i v e  is 

0 

This  i s  a c e n t r a l   d i f f e r e n c e   f o r m u l a ;   c l e a r l y  many other  such  formulas  can  be  obtained. 

Similar ly   one can ob ta in  a formula  for a mixed or   pure   second  par t ia l   der iva t ive .   For  

example,  Ref. 2-13 conta ins  many such  formulas. It is worth  not ing  that   numerical  

d i f f e r e n t i a t i o n ,   i n t e r p o l a t i o n  from a set  of t a b l e s ,  and the   numer ica l   quadra ture  

formulas  used in   t he   cons t ruc t ion   o f   t ab l e s   o r   fo r   l ook ing  up va lues   i n   t ab l e s   have  

much i n  common. 

The  problem  of d i f f e r e n t i a t i o n   c a n   o c c u r   i n  many ways in   eng inee r ing   ana lys i s  

problems. We may wish  to  perform a s e n s i t i v i t y   a n a l y s i s   i n  which the   r e l a t ive   changes  

in  the  performance  measures are needed  corresponding  to   changes  in   each of the  inde- 

pendent   var iab les ;  we may be   s ea rch ing   fo r  an optimum  and r equ i r e   t he   g rad ien t  of t he  

f u n c t i o n   f ( x ) ;   o r  w e  may wish  to  expand a f u n c t i o n   i n  a Taylor  series t o   o b t a i n  a 

simple  approximating  function. 

In t eg ra t ion ,   Def in i t e  and I n d e f i n i t e  
X 

The problem is: given  the  funct ion f (x) ,   determine  F(x)  = 1 f (u)du. 
a 

S i n c e   i n t e g r a t i o n  is t h e   i n v e r s e   o f   d i f f e r e n t i a t i o n ,   t h e  same basic   techniques,  

aga in   s t a r t i ng   w i th   t he   d i f f e rence   equa t ions ,  are required.  For  example,  the  well 

/,}y*-yl 
yo ”” 

I I I 
I I I 

y1-yo 

X s 2  

Figure 2-5. Estimation  of  the  Derivative,   dy/dx 
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known t r a p e z o i d a l   r u l e  is used   to   ob ta in  a d e f i n i t e   i n t e g r a l  of f (x)  Over an i n t e r v a l  

[a ,b]  as shown i n  Fig.  2-6. 

= - [yo + 2y1 + - . . + 2Yn-1 + Y n l  2 (2-8) 
h 

More p rec i se   fo rmulas   fo r   t he   de f in i t e   i n t eg ra l   can   be   ob ta ined  by using  second 

degree  approximations  (Simpson's  rule) and higher  degree  polynomical  approximations. 

Ref. 2-4 contains   several   such  formulas .  

In   t he   ca se  of an i n d e f i n i t e   i n t e g r a l  and d i f f e r e n t i a l   e q u a t i o n s ,  it is t y p i c a l  

to   use   the   d i f fe rence   formulas  and Taylor series approximations t o  estimate the   i n t e -  

g r a l   f u n c t i o n   s t e p  by s tep   over  a g i v e n   i n t e r v a l   s t a r t i n g   w i t h  known values   given 

by boundary  conditions. 

Figure 2-6. Numerical  Integration 
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3. R e l i a b i l i t y   a n d   t h e  Computer -- A Perspec t ive  

The scope of ac t iv i ty   inc luded   under   the   heading   of   re l iab i l i ty   genera l ly   can   be  

subdiv ided   in to  two areas: management and control  versus  assessment  and  assurance.  

The former   o f   these   typ ica l ly   inc ludes   t asks   such  as p l ann ing ,   r epor t ing ,   t r a in ing ,  

etc. The r o l e  of t h e  computer i n   t h i s  area is mainly  one of bookkeeping  and  informa- 

t i o n   s t o r a g e  and r e t r i eva l .   These   u ses  of  computers are n o t   t r e a t e d   i n   t h i s   r e p o r t .  

As a real a i d   t o   r e l i a b i l i t y ,   t h e   c o m p u t e r ' s  most v i t a l   f u n c t i o n  i s  i n  performing 

complex da ta   p rocess ing  and analysis   operat ions  which  prevai l   most ly   in   the  assessment  

and   a s su rance   ac t iv i t i e s .   These   ro l e s  are the  ones  emphasized i n   t h i s   r e p o r t .  The 

major tasks i n  which  computers   can  a id   re l iabi l i ty   with  these  funct ions are i d e n t i f i e d  

below,  then  surveyed  for a perspec t ive   on   the   ro le   tha t   computers   can   p lay   in   imple-  

menting them. 

F a i l u r e  modes and e f f e c t s   a n a l y s e s  (FMEA) are procedures   for   cons ider ing  modes 

of operation  of  components  (such as a short   of  a r e s i s to r   o r   p rema tu re   ope ra t ion  

of a t r ansmi t t e r )  and t h e   e f f e c t s   t h e s e  modes have on system  operation.  Parameter 

va r i a t ion   ana lyses  (PVA) t reat  va r i a t ions   i n   pe r fo rmance   u s ing  models ( e i t h e r  mathe- 

matical o r   phys i ca l )  which relate per formance   to   charac te r i s t ics  of t h e  components 

and operat ing  condi t ions  that   cause  the  performance  to   vary.  P a r t  appl ica t ion   ana lyses  

c o n s i d e r   i n d i v i d u a l l y   t h e   p a r t s  and components  of t he   sys t em  fo r  a comparison  of 

o p e r a t i n g   c o n d i t i o n s   t o   r a t e d   c a p a b i l i t i e s .   R e l i a b i l i t y   p r e d i c t i o n  is concerned  with 

t h e   p r o b a b i l i t y  of successful  operation  of  an  equipment  using  models  that  relate system 

success   p robab i l i t i e s   o f   even t s   a s soc ia t ed   w i th  components  and operat ing  condi t ions;  

i t  c a n   i n c l u d e   p r o b a b i l i t i e s   r e l a t e d   t o   b o t h   l i f e  and performance.  Testing is con- 

cerned  with a l l  e f fec ts   in t roduced   above;  i t  alone  can  be a means to   an  end o r   s e rve  

both a supplementary and  complementary r o l e   t o   t h e   a n a l y s e s  by supplying  information 

to   support   the   formulat ion  of   models ,   data   inputs   to  them,  and checks   o f   the i r   va l id i ty .  

The f i r s t   f o u r  of  these are a n a l y s i s   t a s k s   i n i t i a t e d   e a r l y   i n   d e s i g n .  A 

per spec t ive   fo r   t he i r   coo rd ina ted   imp lemen ta t ion   fo r   t r ea t ing   r e l i ab i l i t y   p rob lems  

i n   d e s i g n  and  development is i l l u s t r a t e d   i n   F i g .  3-1, which  a lso  includes a general  

i nd ica t ion  of  computer u t i l i t y   f o r   p e r f o r m i n g   t h e s e   t a s k s .   T e s t i n g   a l s o   o f t e n  employs 

computer  methods  and as noted earlier, t h i s   t a s k  serves as suppor t   t o   t he   ana lyses .  

The proposed  design  and  mission  define  the  problem  to  be  analyzed. The analyses  pro- 

v ide   t he   ou tpu t   i n fo rma t ion   fo r   des ign  improvement  and assurance.  Improvement r e s u l t s  

through a feedback  process  whereby  the  design  or  mission is modified as required.  Such 

mod i f i ca t ions   r equ i r e   t r adeof f s   be tween   r e l i ab i l i t y  and other   requirements  of t he  

sys tem  (cos t ,   main ta inabi l i ty ,   e tc . )   before   be ing  made. 

I n   b r i e f ,   t h e   o v e r a l l   o b j e c t i v e s  of t h e   r e l i a b i l i t y  analyses  are: 
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Figure 3-1. Re l i ab i l i t y   Ana lyses   i n  Design  and  Development 



(1)   ident i fying  and  removing  possible   causes   of   fa i lure ,  

( 2 )  balanc ing   sa fe ty   (des ign)   margins   o r   appor t ion ing   to le rances ,   and  

(3) ob ta in ing   numer i ca l   a s ses smen t s   o f   r e l i ab i l i t y .  

None o f   t h e   d e f i n e d   r e l i a b i l i t y   t a s k s  is capable   o f   ach iev ing   these   ob jec t ives  by 

i t s e l f .  A s  i l l u s t r a t e d ,   t h e   t a s k s  are s t r o n g l y   i n t e r r e l a t e d ;  i t  is through  the i r  

coordinated  appl icat ion  and  the combined u s e   o f   t h e i r   r e s u l t s   t h a t  maximum b e n e f i t  

is d e r i v e d   f o r   r e l i a b i l i t y .  The computer  can aid  in '   performing  each  of   the  individual  

tasks;   for   example,  it usual ly   should  be  used  for  PVA and  of ten  should  be  for  relia- 

b i l i t y   p r e d i c t i o n .  Each  of t h e   t a s k s  and the  relevance  of  computer  methods  to im- 

plementing  each are discussed below. 

F a i l u r e  modes and e f f ec t s   ana lys i s   s e rves   t he   pu rpose   o f   r evea l ing  what  can 

happen to   t he   sys t em.  By cons ide r ing   t he   l i ke l ihood   and   t he   c r i t i ca l i t y   o f   t he   poss i -  

b l e  modes of system  behavior,  i t  a l lows   d i r ec t ion  of e f f o r t   i n   t h e   o t h e r   r e l i a b i l i t y  

tasks .  It d e f i n e s   s p e c i f i c  modes of   behavior   for   performance  var ia t ion  s tudies;  i t  

i d e n t i f i e s   c r i t i c a l  areas to   be   emphas ized   in   par t   appl ica t ion   ana lyses ;  i t  des igna tes  

f a i l e d  states to   be   inc luded   in   re l iab i l i ty   p red ic t ions .   Because   o f  i ts  v a l u e   i n  

d i r e c t i n g   o t h e r   e f f o r t ,  a f a i l u r e  modes and e f f ec t s   ana lys i s   shou ld   be   i n i t i a t ed  

e a r l y   i n   t h e   d e s i g n  program. A computer is seldom  used i n   i d e n t i f y i n g   f a i l u r e  modes; 

i t  is used i n   i n v e s t i g a t i n g   f a i l u r e   e f f e c t s  as d iscussed   in   Sec .  6 of t h i s   r e p o r t .  

Parameter v a r i a t i o n   a n a l y s i s  i s  concerned  with  the  assurance  that   performance 

is acceptable .  Whereas r e l i a b i l i t y   p r e d i c t i o n ,   f a i l u r e  modes and e f f e c t s   a n a l y s i s ,  and 

p a r t   a p p l i c a t i o n   a n a l y s i s  are usua l ly   formal   t asks   in   sys tem  cont rac tor   ac t iv i t ies  

parameter  variation  analysis  has  been  neglected  due  to  l imited  understanding  of 

t he   ava i l ab le   t echn iques   fo r   t r ea t ing   pe r fo rmance   va r i ab i l i t y .  

A s  d e s c r i b e d   i n  Sec .  4 a number of  analytical  techniques  have  been  assembled 

and t e s t e d ,  and a f l e x i b l e  PVA program  has  been  written.  In  this  program,  mathematical 

o r   phys i ca l  models are used t o  re la te  per formance   a t t r ibu tes   to  component  and i n t e r f a c e  

cha rac t e r i s t i c s .   P robab i l i s t i c   t echn iques   such  as propagation  of moments and Monte 

Carlo  s imulat ion are used   to  estimate probabi l i t i es   o r   d i s t r ibu t ions   o f   per formance .  

Various  end-limit  techniques  provide  worst-case  performance  values and parameter  sen- 

s i t i v i t i e s .   S o u r c e s  of v a r i a t i o n  are i d e n t i f i e d  and r e l a t ive   con t r ibu t ions   o f  com- 

ponent   var ia t ion   can   be   de te rmined .   parameter   var ia t ion   ana lyses   y ie ld   d i rec t ly  

useful   design  information  and,  as i l l u s t r a t e d   i n   F i g .  3-1, p r o v i d e   i n p u t s   t o   t h e  

other  tasks.   These  include,  for  example,   operating  conditions  for  components  used 

i n   a p p l i c a t i o n   a n a l y s e s  and performance estimates t o   b e   i n c l u d e d   i n   r e l i a b i l i t y  

pred ic t ions .  

P a r t  app l i ca t ion  analysis determines  whether  components are properly  appl ied.  

For  example,   thermal  and  electrical   loads on p a r t s  are used  for   appropriate   adjustment  
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of f a i l u r e  rate  estimates, and par t s   wi th   loads   exceeding   des ign   spec i f ica t ions  are 

a p p r p p r i a t e l y   r e s p e c i f i e d   o r   t h e   d e s i g n  changed to  reduce  these  loads.   Computers 

are read i ly   u sed   t o  make a p a r t   a p p l i c a t i o n   a n a l y s i s ;   s u c h   a n   a n a l y s i s  is  f r equen t ly  

conducted as a p a r t  of a larger   analysis .   For   example,  i t  is easy when performing 

a c i r c u i t   a n a l y s i s   t o   c h e c k   a c t u a l   v o l t a g e ,   c u r r e n t ,  and power aga ins t   r a t ed   va lues  

for   each  component i n   t h e   c i r c u i t ,  and  provis ions  for   doing  this  are incorporated 

i n  some c i r c u i t   a n a l y s i s  programs.  Further  discussion is  g iven   in   Sec .  5. 

R e l i a b i l i t y   p r e d i c t i o n s  are based on log ic   r e l a t ionsh ips   exp res s ing   success   o r  

f a i l u r e   e v e n t   p r o b a b i l i t i e s  of system  components.  Currently,  most  prediction cal- 

cu la t ions  are based  on  two-state  (success  vs.   failure)  models  using  part   failure 

rates and  exponential l i f e   d i s t r i b u t i o n s .  Because  of t he  many simplifying  assumptions,  

l i t t l e  s ignif icance  can  be  a t tached  to   the  magni tudes of t h e  numbers  obtained. Some 

advanced  techniques  consider more than two states as discerned by t h e   f a i l u r e  modes 

and e f f e c t s   a n a l y s i s ,  and more a p p r o p r i a t e   l i f e   d i s t r i b u t i o n s  are a l s o   a v a i l a b l e .  

Although  the  framework  has  been  developed  for  including  performance  degradation 

f a i l u r e s   i n   p r e d i c t i o n ,   t h e   v a l u e  of r e l i a b i l i t y   p r e d i c t i o n  a t  present  l i es  more i n  

the  design  weaknesses   detected  in   performing  the  analysis  and t o  compare a l t e r n a t i v e  

d e s i g n s   t h a n   i n   t h e   a c t u a l  numbers r e su l t i ng .  The app l i ca t ion  of these  techniques 

by  computers is t r e a t e d   i n   S e c .  7.  Computers play a v a l u a b l e   r o l e  by enabl ing more 

realist ic predic t ion   models   to   be  employed  and by performing  the  computations  which 

p roduce   t he   r e l i ab i l i t y  estimates result ing  from  these  models.  

Each method  above separa te ly   p rovides   usefu l   des ign   in format ion ,   bu t   to   assure  

appropriate  emphasis  on  both  performance and l i f e ,   t h e   r e s u l t s  from  the  various 

methods  must  be  considered  jointly.  Because  of  the  different  forms of t h e   r e s u l t s  

the  combination  process is p r imar i ly   sub jec t ive ,  s o  the  computer  can  provide l i t t l e  

help  here .  As an  example on the  combination of t he   t a sks ,   suppose   t ha t  parameter 

var ia t ion   ana lyses   have   y ie lded   wors t -case   resu l t s   for  two designs  being compared 

and that  Design A has smaller var ia t ions  than  Design B. R e l i a b i l i t y   p r e d i c t i o n s   w i t h  

conventional  two-state  analyses may, i n   t u r n ,   i n d i c a t e   t h a t   D e s i g n  B has a higher  

probabi l i ty   o f   success .   Ind ica t ions  are thus  that   Design B represents   an improvement 

i n   l i f e  over  Design A, however a t  a sacr i f ice   o f   per formance .   I f   there  is adequate 

conf idence   i n   t he   r e su l t s   o f   each ,  a trade-off may be  necessary,  for  example, re- 

s u l t i n g   i n  Design C t h a t   u s e s  some o f   t he   be t t e r   f ea tu re s   o f   Des igns  A and B. On 

the   o the r  hand, l a c k  of c o n f i d e n c e   i n   t h e   r e s u l t s  may d i c t a t e   t h e  need f o r  more 

sophis t icat ion  in   the  analyses .   For   example,   an  extension  of   predict ion  to  more 

r e a l i s t i c a l l y   i n c l u d e   a d d i t i o n a l  modes of p a r t   f a i l u r e s  and t h e i r   e f f e c t s  may show 

t h a t  Design A is t h e   b e t t e r  from t h e   s t a n d p o i n t   o f   l i f e .  
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No one   o f   t he   r e l i ab i l i t y   t a sks   p rov ides  a "cu re -a l l "   fo r   r e l i ab i l i t y ,bu t   t h rough  

the i r   coo rd ina ted  and  combined use ,   t he  maximum a s s u r a n c e   f o r   r e l i a b i l i t y  is achieved. 

A l s o a t h e   r e s p o n s i b i l i t y   f o r   r e l i a b i l i t y   c a n n o t   b e   d e l e g a t e d   t o   r e l i a b i l i t y   s p e c i a l i s t s  

a l o n e .   R e l i a b i l i t y  is a r e s p o n s i b i l i t y  of a l l  personnel ,   bu t   the   major   respons ib i l i ty  

rests wi th   the   des igner .  Good engineer ing is, and w i l l  remain,   the  major  key  to re- 
l i a b i l i t y .  The  methods are provided as a supplement  to,   but  not a s u b s t i t u t e   f o r ,  

good engineer ing   prac t ice .  

J u s t  as performing  these  tasks  is no s u b s t i t u t e   f o r  good engineer ing ,   ne i ther  

is the  indiscr iminate   use  of   the   computer   to   perform  such  tasks  good r e l i a b i l i t y  

engineering. Computer me thods   shou ld   be   s e l ec t ive ly   u sed   i n   des ign   fo r   r e l i ab i l i t y ,  

and used  only when they  can  provide  genuinely  useful   resul ts   wi thin  the  economic,  time 

and   o ther   re levant   cons t ra in ts  on the  design  under  consideration.  Within  the  bounds 

of t h e s e   c o n s t r a i n t s ,   t h e  computer a i d s   t o   d e s i g n   f o r   r e l i a b i l i t y  which are discussed 

in   the   remainder  o f  th i s   repor t   compr ise  a powerful set  o f   t oo l s   fo r   i n su r ing   t ha t  

a r e l i ab le   p roduc t  is produced. 
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4. Parameter Var ia t ion   Analys is  

There are two ways i n  which a p i ece  of equipment o r  a system  can f a i l   t o  perform 

i ts  in tended   func t ion .  One is ca tas t rophic   fa i lure ,which  is l i k e l y   t o   b e   a b r u p t  and 

t o  have a d r a m a t i c   e f f e c t  on  equipment o r   s y s t e m   o p e r a t i o n .   I n   a n   e l e c t r o n i c   c i r c u i t ,  

a t y p i c a l   c a t a s t r o p h i c   f a i l u r e  is  the   opening   or   the   shor t ing   o f  a d iode   o r  a t r a n s i s t o r .  

The o t h e r   t y p e   o f   f a i l u r e  i s  d r i f t   f a i lu re ,where   due   t o   t he   va r i a t ions   o f   equ ipmen t  

parameters   with t i m e ,  the  performance  of  the  equipment a t  some t i m e  becomes  no longer  

s a t i s f a c t o r y .  The p red ic t ion  of d r i f t - t y p e   f a i l u r e s   r e q u i r e s  a s tudy of combinations 

of component pa rame te r   va lues   and   t he   r e su l t i ng   e f f ec t s   o f   t he   d r i f t i ng   o f   t hese  

va lues  on equipment   per formance .   S tudies   o f   parameter   d r i f t s   and   the i r   e f fec ts  on 

system  performance  comprise  parameter  variation  analysis (PVA). The a v a i l a b i l i t y   o f  

the  high  speed  digi ta l   computer   has  made poss ib l e  a d r a m a t i c   i n c r e a s e   i n   t h e   a b i l i t y  

t o  perform  extensive PVA s t u d i e s  and as a r e s u l t  improve   t he   r e l i ab i l i t y  of the  equip- 

ment by minimizing  via   design  modif icat ions  the  l ikel ihood  of  a d r i f t - t y p e   f a i l u r e .  

4 .1  PVA Modeling 

A PVA model  must  be  adequately  accurate  to  simulate  the  equipment  behavior  over 

the  entire  range  of  environments  expected  for  the  equipment . To enable   the  PVA 

analysis   to   be  accomplished,   the  model  must e x p r e s s   t h e   r e l a t i o n s h i p s  between the  

per formance   charac te r i s t ics   o f   in te res t  and a l l  the   parameters   to   be   inc luded   for  

s tudy .   In  many cases ,   the   equipment   passes   th rough  severa l   d i s t inc t   opera t ing   reg ions ,  

and i t  is  n e c e s s a r y   t h a t   t h e  model  adequately  represent  each  region. A change  from 

t h e  ON t o   t h e  OFF s ta te  of a t r a n s i s t o r ,   f o r  example,  requires a new e q u i v a l e n t   c i r c u i t  

€ o r   t h e   t r a n s i s t o r ,  and  each  such  equivalent  circuit   must  adequately  simulate  the 

actual   c i rcui t   operat ion  to   provide  engineer ing  confidence  in   the  performance it  pre- 

p red ic t s .  

* 

A t  the  core   of   any  parameter   var ia t ion  analysis  i s  a mathematical  model; i n  

e x p l i c i t  form, 

o r   i m p l i c i t  form 

where 

Y.  ( t )  is t h e   j t h  performance  a t t r ibute   or   measure,  
J 

* 
Some ve ry   p rac t i ca l   v i ewpo in t s  on  modeling are p resen ted   i n  Vol. I - Parameter 

Var ia t ion   Analyses   o f   th i s  series. \ 
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X(t) i s  a  vector  comprised  of  the  environment  inputs,  such  as  environ- 
mental  stresses and loads,  plus  the  component  characteristics, 

t is the  time  variable, and 
g j=l,. . . ,N is the  set  of  models  corresponding  to  the  number of responses  or 
j' 

the  order of the  differential  equations  which  describe  the  transient 
behavior of the  system. 

For  example,  the  model  may  be  of  the  form  of  a  system  of  differential  equations, 

2 - ayl 
a:+clat + c2Y2 - c3 

- 
at 

- ay2 
at + C Y   + C Y  - 4 2  51-'6' 

where  the  c  depend  on  the  input  vector  through  a  set  of  explicit  expressions. i 
The  time  behavior  for  the  model  may  appear  in  one of several  ways.  For  example, 

it  may  be  a  gradual  deterioration  of  a  component  and  hence  result  in  a  corresponding 
change  in  the  values  of  one  or  more  of  the  component  characteristics. In order  to 
analyze  an  element  or  system  for  this  type  of  degradation,  the  wearout  characteristics 
of  the  system  must  be  known  or  estimates  must be available. 

A  second  way  in  which  time  may  appear  is  through  the  mission  profile.  For 
example,  if  it is known  that  the  temperature  profile  is  critical  and  how  the  part 
characteristics  vary  with  temperature,  then an analysis  can  be  performed by describing 
the  temperature-part  characteristic  behavior  by  deterministic  and/or  random  processes 
and  performing  the  analysis  at  several  times  in  the  mission  life. 

Time  may  enter  the  analysis  directly  through  the  transient  behavior. In this 
case  a  program  for  solving  differential  equations  may  be  required  for  relating  the 
transient  characteristics  to  the  pertinent  element  parameters,  inputs,  etc. In 
whatever  manner  time  enters  the  analysis,  it  is  assumed  that  it  may  be  included  by 
a  procedure  such  as  one  of  the  following: 

(1) A deterministic  function of time  such  as  a  linear  or  exponential  decay 
function. 

(2) An autoregressive  scheme  such  as 

(3) A stochastic  process  such  as  a  normal  stationary  process  superimposed  on 
a  deterministic  drift. 
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( 4 )  A system  of  differential  equations. 

4 . 2  Analysis  Techniques 

Several  analysis  techniques are used  €or PVA on  a  computer.  One  of  the  most 

widely  used  is  worst-case  analysis. The worst-case  method  is  a  nonstatistical  approach 

which  is  intended  to  determine  whether it is-possible, within  the  specified  tolerance 

limits  on  parameters,  for  the  system  performance  to  fall  outside  the  specified  per- 

formance  limits.  The  answer  is  obtained  by  using  performance  models,  and  setting 
the  parameter  values  at  combinations  of  upper  and  lower  tolerance  limits  to  obtain 

the  worst-case  performance. A related.PVA technique  is  sensitivity  analysis.  Worst- 

case and sensitivity  analys,es  typically  use  the  same  mathematical  techniques,  as  is 

discussed’  later. The purpose of a  sensitivity  analysis  is  to  determine  how  sensitive 
a  system  performance  variable is to  variations  in  input  variables. 

Another  common  technique  for  performing  PVA  is  the  moments  method.  This  technique 

combines  statistics  and  system  analysis  to  determine  the  probability  that  performance 
will  remain  within  the  specified  limits;  the  technique  is  often  called  the  propagation- 

of-variance  method  as  second  moments of distributions  are  usually  the  highest  moments 

used.  The  method  applies  the  propagation-of-variance  formula  to  the  first  two  moments 

of  the  component  part  probability  density  functions  to  obtain  the  equivalent  moments 

of  the  performance  distribution. 
The  convolution  method  for PVA is  another  approach  to  obtaining  statistical 

distributions  of  output  variables.  Although  potentially  a  quite  general  method,  the 

technique  reported  here  and  as  implemented  by  computer  programs  is  a  simplified 

version  of  the  general  convolution  method. 

In the  Monte  Carlo  method  component  values  are  selected  randomly;  the  performance 
of  each  randomly  generated  configuration  of  the  equipment  under  study  is  calculated 

and  compared  with  performance  specification  limits.  This  technique  has  the  advantage 

that  any  component  parameter  distribution  can  be  handled;  it  has  the  disadvantages 

that  it  requires  a  lot  of  computer  time  and  offers  little  help  in  identifying  and 

correcting  failures. 

The  implementation  on  a  computer  of  each of the  above  techniques  is  now  treated 

in  detail.  Some  of  the  computer  programs  which  are  available  for  implementing  the 

techniques  are  discussed. 
4.2.1  Worst-case  Analysis 

The  theory  on  which  worst-case  analysis  is  based  derives  from  expressing  the 

model  performance  parameters Y as  functions  of  the  input:  vector & = (X m 
and  expanding  these  functions  in  Taylor  series.  The  input  vector  consists  of  all 

pertinent  part  characteristics,  inputs,  loads,  and  environment  factors.  Let  the  model 

for an arbitary  performance  parameter Y be 

j 1’ X 2 ’  - - - ¶X 1 
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Y = g(xJ = g(X1, x2,. .. , Xm). (4-2) 

A Taylor series expansion  about  the  nominal  value of Y f o r  its change from 

nominal  value is 

ay 1 a2y 

i=l axi A Y =  1 - (AX,) + ... , AXi + - 1 7 2 

i=l 
% % 

(4-3) 

where 

AY = change i n   v a l u e   o f  Y from its nominal  value, 

AXi = Xi - X , the   worst-case  deviat ion  of   the  i - th   independent   var iable  

iN X. from its nominal  value X , and 
1 iN 

& = (X 5 * x2N 
, . . . , X ) , the   nominal   values  of t h e  X's.  

"N 

Eq. (4-3) i s  a simplified  expansion  which  includes no cross-product terms; a completely 

general   Taylor  series expansion is g i v e n   i n  Appendix B ,  Vol. I - Parameter  Variation 

Analysis of t h i s  series. In prac t ice   the   c ross -product  terms are seldom  used  even i n  

computer  programs,  so Eq. (4-3) is the  expansion  most  l ikely  to  be  found.  Frequently  only 

t h e   l i n e a r  terms are used;   the  expansion  then  has   the  famil iar   form 

AY = - % AX1 + ay AX2 + . . . 
axl ax2 

+ -  AXm . aY (4-4) 

To perform a wors t -case   ana lys i s ,   the   par t ia l   der iva t ives   o f  Y wi th   respec t  t o  

each  independent  variable Xi must  be  computed.  Several  techniques are used t o  compute 

d e r i v a t i v e s  on a computer. The "Eight  Point  Central   Derivative  Formula" is a popular 

method [Refs. 4-1  and 4-21. T h i s   f o r m u l a   f o r   t h e   f i r s t   p a r t i a l   d e r i v a t i v e  is 

t = a y  = -  4 
('+lh - '-1h) - ('+2' - '-2h) + 105 ('+3h - '-3h) 

(4-5) 
- -  1 

280 ('+4h - '-4h) 

This formula is evalua ted  by s tepping  the  input   parameter  X i four   equal   increments  

h each way from its nominal  value Xi , and ca lcu la t ing   the   va lue   o f  Y fo r   each   s t ep  

while   holding a l l  other   independent   Nvariables  Xj , j i, a t  the i r   nominal   va lues .  
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I 

I n   t h i s   f o r m u l a ,  h is expressed as t h e   f r a c t i o n a l   c h a n g e   i n  Xi; i f  one  percent  of 

is  t h e   s t e p   s i z e ,  h is  0.01.  The values   of  Y are t h e n   s u b s t i t u t e d   i n t o  Eq. (4-5) 

t h e   p a r t i a l   d e r i v a t i v e  aY/aXi  obtained.   This  method is used  in  the  worst-case 

a n a l y s i s  method ca l l ed  MANDEX, which is perhaps  the  most  widely  used  worst-case 

computer  method  [Ref. 4-21. 

* 

A second  formula   for   comput ing   par t ia l   der iva t ives   v ia   computer  is the   f ive-poin t  

central   d i f ference  formula  [Ref .  4-31 ,  The f i r s t   d e r i v a t i v e   f o r m u l a  is 

1 - ay % 1  
'i - axi = -  

12h ('-2h - 8Y-lh + 8+lh - '+2h) * 

% 

This is eva lua ted   ana logous ly   to   the   e ight -poin t   one ,   bu t  i ts accuracy i s  somewhat 

less. However, i ts accuracy  usual ly  is adequate when o n l y   t h e   f i r s t   d e r i v a t i v e s  are 

used i n   t h e   T a y l o r  series expansion. A f ive-poin t   formula   for   the   second  par t ia l  

de r iva t ive   w i th   r e spec t   t o   one   i ndependen t   va r i ab le  i s  

these   f ive-poin t   equa t ions  are used i n  one  of  the PVA program  discussed la ter .  Eqs. 

( 4 - 6 )  and (4-7) are d e r i v e d   i n  Abramowitz  and  Stegun  [Ref. 4-41;  n o t e   t h a t   i n   t h e s e  

equat ions h is j u s t  a number, no t  a f r a c t i o n  of X . iN 
Having eva lua ted   t he   pa r t i a l   de r iva t ives ,   t he   wors t - case  limits are next  computed. 

The s i g n s   o f   t h e   f i r s t   p a r t i a l   d e r i v a t i v e s  are examined t o   e n a b l e  a procedure  for  

computing  worst-case limits which  reduces  computing time. A worst-case maximum by 

d e f i n i t i o n   o c c u r s  when the  performance  parameter Y t akes  on i ts  g rea t e s t   va lue ,  i .e . ,  

when AY is maximum and posit ive.   Consequently,  a l l  i n p u t   v a r i a b l e s   w i t h   p o s i t i v e  

f i r s t   p a r t i a l s  are  set a t  the i r   upper  limits and a l l  w i t h   n e g a t i v e   f i r s t   p a r t i a l s  

at  the i r   lower  limits. This   procedure  gives   the  worst-case maximum i n   t h e   l i n e a r  

Taylor series expansion, Eq. ( 4 - 4 ) ,  s ince   each  term is a product of e i t h e r  two 

p o s i t i v e   o r  two negat ive   quant i t ies .   For   the   wors t -case  minimum, lower limits are 

used   fo r   t he  X. w i t h   p o s i t i v e   p a r t i a l s  and upper limits fo r   t hose   w i th   nega t ive   pa r t i a l s ,  

producing a l l  nega t ive  terms and  hence  the  worst-case minimum i n   t h e   l i n e a r  series 

summation f o r  AY. 

1 

It is  p o s s i b l e   t h a t   t h e   p a r t i a l   d e r i v a t i v e   o f   a n   o u t p u t   v a r i a b l e  Y with  respect  

t o   an   i npu t   va r i ab le  X is not   l inear ;   then  the  above  procedure  does  not   necessar i ly  i 

* 
MANDEX is an acronym for  modified  and  expanded  worst-case  analysis. 
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produce  true  worst-case limits. L inea r i ty   checks   o r  more  complex series expansions 

can  be  incorporated. to   prevent   such  inaccuracies   f rom  going  unnot iced.   These safe- 

guards are d iscussed   in   Sec .  4.2.5 as t o  how they are implemented i n   s p e c i f i c  PVA 

programs. 

Worst-case  analysis is  appl ied   mos t   wide ly   to   e lec t ronic   c i rcu i t s ,   bu t  it is  

equal ly   appl icable   to   any  system  for   which a performance  model  can  be  derived  and 

input   parameter   var ia t ions  are known or   can  be  reasonably  es t imated.  The proper  

use  of   worst-case  analysis  is as a f i r s t   s t e p   i n   t h e  PVA study  of a system. I f   t h e  

sys tem  passes   th i s   parameter   var ia t ion   ana lys i s ,  i t  is a lmost   cer ta in   to   pass   any  

o ther .  Hence i t  is  p o s s i b l e   t o   a c c e p t  a d e s i g n   i f  i t  passes  worst-case  analysis.  

Conversely, i t  usua l ly  is i n   e r r o r   t o  reject the  design  only  because i t  f a i l s  a 

portion  of a wors t -case   ana lys i s ,   s ince   the   p robabi l i ty  of ob ta in ing  a t rue   wors t -  

c a s e   c o n d i t i o n   i n   p r a c t i c e  i s  very small. A f a i l u r e   t o   p a s s  a worst-case  analysis 

usua l ly   ind ica tes   tha t   o ther   ana lyses   should   be   per formed.  

4.2.2 Sens i t i v i ty   Ana lys i s  

An important PVA technique   re la ted   to   wors t -case   ana lys i s  is ana lys i s   o f   t he  

s e n s i t i v i t y  of system  performance  to  variations  in  input  parameters.   Although  several  

d i f f e r e n t   d e f i n i t i o n s  of s e n s i t i v i t y  are found i n   t h e   l i t e r a t u r e   [ R e f s .  4-3 and 4-51, 

i n   e s s e n c e   t h e   s e n s i t i v i t y   o f  a system is simply a measure  of  the  effect  of  parameter 

v a r i a t i o n s  on the  system  performance.   In   equat ion  form  sensi t ivi ty   can  be  expressed 

Y .  
sxi = A Y . / A X ~  , 

J 

where 

S j i s  t h e   s e n s i t i v i t y  of the  performance  measure Y t o   t h e   v a r i a t i o n   i n   t h e  
xi j system model parameter X i’ 

AY is the  change  in  Y and 

AXi is t h e   v a r i a t i o n   i n  X 
j j ’  

i’ 

An a l t e r n a t i v e  form i s  the   no rma l i zed   s ens i t i v i ty  

i t  is more frequently  used. 

Each of  the terms on t h e   r i g h t   s i d e   o f  Eq. (4-9) is  e i t h e r   a v a i l a b l e   o r   e a s i l y  

obtained  from  the  performance  model. A l l  t h a t  i s  r e q u i r e d   t o   o b t a i n   s e n s i t i v i t y  is 

t o   c a l c u l a t e  AY ( the   change   in  Y produced by the   change   in  X only) and then  perform 
j j i 
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t h e   t h r e e  arithmetic opera t ions   ind ica ted  i n  Eq. (4-9) for   each  performance  var iable  

.Y and i n p u t   v a r i a b l e  Xi. The  combination  of  worst-case  and  sensit ivity  information 

on a design is complementary, p a r t i c u l a r l y  when des ign   modi f ica t ions  are required.  

Suppose a d e s i g n   f a i l s   t o   p a s s  a wors t - case   ana lys i s   fo r  a Performance  measure Y 

w i th   r e spec t   t o  a v a r i a b l e  X I f   a l s o   t h e   s e n s i t i v i t y  S j is high,  e. g. , a 1% 

change i n  X.  produces a 5% change i n  Y a redesign  around  the  var iable  X may be  

needed. I f   wors t -case   ana lys i s   wi th   respec t   to  X f a i l s   f o r   s e v e r a l   o u t p u t   v a r i a b l e s  

Y: and t h e   c o r r e s p o n d i n g   s e n s i t i v i t i e s  are high,   such a redesign  probably is required.  

The  accuracy of a s e n s i t i v i t y   c a l c u l a t e d   w i t h  Eq. (4-9) is obviously  l imited 

j 

Y j 

xi i' 

1 j' i 

i 

J 

by the  accuracy  of  the  assumptions and approximations  used i n   t h e   c a l c u l a t i o n .   F o r  

example, maximum s e n s i t i v i t y  may occur somewhere between,   ra ther   than a t ,  the  upper 

and lower  input   parameter  limits. The  remarks made for   wors t -case   ana lys i s  on 

l i n e a r i t y  and  higher  order series expansions  also  apply  here.  

4 . 2 . 3  Moments Analysis 

The moments method  of PVA a n a l y s i s   h a s   t h i s  name because i t  makes use  of  the 

moments of t h e   s t a t i s t i c a l   d i s t r i b u t i o n s  of input   parameters   to   ob ta in   the  moments 

of the  distributions  of  the  system  performance  measures.  As  u sua l ly  implemented on 

a computer, i t  makes u s e   o f   t h e   f i r s t  moment ( the  mean) and the  second moment about 

t h e  mean ( the   va r i ance )   o f   t he   d i s t r ibu t ions  of t he   i npu t   pa rame te r s   t o   ob ta in   t he  

mean and t h e   v a r i a n c e   o f   t h e   d i s t r i b u t i o n s  of the  system  performance  measures. When 

a d i s t r i b u t i o n  is normal  these two moments desc r ibe  i t  completely.   Al though  dis t r i -  

butions  which are found i n   p r a c t i c e  are seldom  precisely  normal,   the  accuracy is o f t en  

adequate   for  PVA purposes .   This   s implif ied form  of t h e  moments method,   cal led  the 

propagation-of-variance  method, is what i s  described  below. 

The mean v a l u e s   f o r   t h e  model output  parameters are obtained by programming the  

computer t o   i n s e r t  mean v a l u e s   f o r  a l l  t h e   v a r i a b l e s   i n   t h e   s y s t e m  model i npu t   vec to r  

and  then  solve  the  performance  equations.  The  computer then   ca lcu la tes   the   second 

moment about  the mean, i .e.  , the   var iance ,of   each   ou tput   var iab le  by eva lua t ing   t he  

propagation-of-variance  formula  given  below. An a d d i t i o n a l   f e a t u r e   i n c o r p o r a t e d   i n  

some programs is  that   each  of   the terms in  the  propagat ion-of-var iance  formula i s  

divided by the   t o t a l   va r i ance   t o   g ive   an   i nd ica t ion   o f   t he   f r ac t ion  of t he   va r i ance  

cont r ibu ted  by each  input  parameter. 

The propagation-of-variance  formula is the   hea r t   o f   t he  computer-implemented 

moments method  of analysis .   This   formula i s  the   mathemat ica l   s ta tement   tha t   the  

per formance   var iab i l i ty  i s  t h e   n e t   r e s u l t  of t h e   v a r i a b i l i t y  of a l l  the  input  para- 

meters in   t he   sys t em,  and that  the  contribution  of  each  input  parameter  depends upon 

its i n d i v i d u a l   v a r i a b i l i t y  and on the   re la t ive   impor tance   o f   tha t   parameter   in  
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determining  the  performance characteristic of i n t e r e s t .  The propagat ion of var iance  

formula is 

(4-10) 

where 
2 (si is the   va r i ance   o f  the performance  parameter Y i’ 

a x  is a var iance  of the   input   parameter  X 2 

j j’ 

N is  t h e  number of   contr ibut ing  input   parameters ,  and 

X is t h e  mean value  of X . - 
j j 

The term p i s  a c o r r e l a t i o n   c o e f f i c i e n t   t h a t  relates the  parameter  contribu- rs 
t i o n s  X and X and t h e   s u b s c r i p t s  (?r Xr ,  and ?r ) i n d i c a t e   t h e   p o i n t s  a t  which 

t h e   p a r t i a l   d e r i v a t i v e s   f o r   t h e s e   i n p u t   p a r a m e t e r s  are obtained.  

- 
r S Y  j’ S 

The f i r s t  term i n  Eq. (4-10) includes  the  variance  of  each  input  parameter and 

the  par t ia l   der ivat ive  of   the  performance  measure  with  respect   to   that   parameter .  

S i n c e   t h e   f a c t o r s   i n   t h i s  term are squared  they are a l l  pos i t i ve .  The second  term 

in   t he   equa t ion   can   be   e i the r   pos i t i ve   o r   nega t ive ;  i t  includes  each  pair   of  

correlated  parameters .   This  term s i m u i a t e s   t h e   t r u e   s i t u a t i o n   i n  which   cor re la t ion  

between two input   parameters   can   e i ther   increase   o r   decrease   the   to ta l   per formance  

v a r i a b i l i t y .  From th is   equa t ion   the   var iance   o f  any performance  measure Y can  be 

obtained  from  knowledge of t h e  mean, var iance ,  and c o r r e l a t i o n   c o e f f i c i e n t s  of each 

input   parameter .  

j 

In   the  propagat ion-of-var iance method a l l  ou tput   var iab les  are assumed t o   b e  

l i n e a r   f u n c t i o n s  of t h e   i n p u t   v a r i a b l e s ,  and a l l  input   parameter   d i s t r ibu t ions  are 

assumed to  be  normal. Hence,  non-normal input   parameter   d i s t r ibu t ions  are approxi- 

mated by normal  ones in  the  propagation-of-variance  formula.  As seen  from Eq. (4-lO), 

t he  method r e q u i r e s   t h e   c a l c u l a t i o n   o f   p a r t i a l   d e r i v a t i v e s .   T h i s   c a n   b e  done i n  pre- 

c i s e l y   t h e  same way t h a t   t h e   p a r t i a l   d e r i v a t i v e s  are ca lcu la ted   for   wors t -case   ana lys i s .  

Poss ib l e   sou rces   fo r   va lues  of moments of   the   input   parameter   d i s t r ibu t ions  are 

manufac turer ’s   da ta ,   t es t ing  a l a r g e  number of  components, or  assumptions  based on 

experience.   For   example,   recording  and  plot t ing  the  res is tance  values  of a l a r g e  

number of r e s i s t o r s   o f  a given  nominal  value w i l l  produce a p l o t ,  known as a histogram, 

as shown i n   F i g .  4.1. I n   t h e   f i g u r e   t h e   w i d t h s   o f   t h e  small r e c t a n g l e s ,   c a l l e d  cells, 

r ep resen t   equa l   i nc remen t s   o f   r e s i s t ance   va lues   t ha t   f a l l   w i th in   t he   i nd iv idua l  
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Figure 4-1. Histogram  of  Resistance  Values  for a R e s i s t o r  

res i s tance   increments .  The sum of the   he igh t s  of a l l  t h e   c e l l s   e q u a l s   t h e   t o t a l  

number of r e s i s t o r s   t e s t e d .  A mean v a l u e   f o r   t h i s   i n p u t   p a r a m e t e r ,  namely r e s i s t a n c e ,  

can  be  calculated by adding   toge ther   the   res i s tances   o f   the   ind iv idua l   un i t s   and  

d i v i d i n g   t h e  sum by t h e   t o t a l  number of u n i t s .  The var iance ,  02, is  ca lcu la ted  by 

t a k i n g   t h e  number o f   r e s i s t o r s   i n   e a c h  ce l l  and  multiplying  each by the   square   o f  

the   d i f fe rence   be tween  the   midce l l   va lue   and  mean va lue ;   these   p roducts  are then 

added  and  divided  by  the  total  number of r e s i s t o r s   t o   g i v e  a'. The square  root   of  

t h e   v a r i a n c e y o  , ca l l ed   t he   s t anda rd   dev ia t ion ,  is f requent ly   used   to   d i scuss   the  

d ispers ion   of   normal   f requency   d i s t r ibu t ions .  

4.2.4 The Convolution Method 

The convolution method is a n o t h e r   a t t e m p t   t o   a c c o u n t   f o r   t h e   s t a t i s t i c a l  

d i s t r i b u t i o n   c h a r a c t e r i s t i c s .  The s impl i f ied   form  d iscussed   here   a l so  relies on t h e  

p a r t i a l   d e r i v a t i v e s  as computed  above.  This  approach  has  generally  found  only  limited 

p r a c t i c a l   a p p l i c a t i o n ;  a computer  implementation  and  comparison  with  other  techniques 

is descr ibed   in   Ref .  4-6. 

The convolution method descr ibed   in   Ref .  4 - 6  is a s p e c i a l i z a t i o n   o f   t h e  more 

gene ra l   ana ly t i ca l   app roach   desc r ibed   i n  Ref. 4-7. The bas i s   fo r   t he   convo lu t ion  

method is the   assumpt ion   tha t   the   to ta l   var ia t ion   in   an   ou tput   per formance   parameter  

is t h e  sum of the   devia t ions   caused  by each  input  parameter  independently.   This is 

analogous  to   the  assumption  that   no mixed product terms of   the  Taylor  series are 

.L,. ... ... 



required.  When  limited  to  linear  terms  only,  the  partial  derivatives  represent  the 
functional  relationship  between  each  individual  parameter  contribution  and  the  para- 
meter  variations.  For  a  particular  interval  of  the  total  range  of  variation  of  the 
output  performance  parameter,  the  corresponding  interval  of  each  of  the  model  para- 
meters  can  be  determined  by  obtaining  the  inverse  of  the  partial  derivative. The 
probability  that  the  output  parameter  lies  in  a  particular  interval  is  the  sum  of 
the  relative  probabilities  for  the  individual  input  parameters  in  their.  respective 
and corresponding  intervals.  Repeating  this  process  over  the  appropriate  intervals 
to  cover  the  total  range  of  variation  yields  a  histogram  representation  for  each 
output  parameter.  Since  the  convolution  method  does  not  assume  normal  distributions, 
it  can  be  used  to  advantage  when  input  parameters  are known to  have  distributions 
differing  significantly  from  normal. 

4.2.5 

called 

Monte  Carlo  Analysis 
The  theory  of  the  Monte  Carlo  approach  to PVA is  based  on  a  statistical  theorem 
the  Glivenko-Cantelli  theorem  [Ref. 4-21 which  is: 
Given  a  function  of  n  random  variables, Y = f(X1, X2, ..., Xn)  with  each 
variable X. described  by  a  distribution,  then  select  a  value  for  each X i' 
i=l, 2, ..., n, from  their  respective  distributions  and  compute  a  value  of 
Y. Repeat  this  procedure  for  m  times. As m tend's  to infinity,  the  distri- 

bution  of Y obtained  approaches  the  actual  distribution  of Y. 
In  contrast  to  worst-case  analysis  which  obtains  only  end-limit  values  and  to 

propagation-of-variance  analysis  whi.ch  assunes  normal  distributions  only,  a  Monte 
Carlo  analysis  determines  the  actual  statistical  distributions of the  cutput  variables. 
The Monte  Carlo  method  permits  computer  simulation of a  brute-force  empirical  approach. 
The  empirical.  approach  would  require  the  actual  construction  from  representative 
components  of  many  copies  of  the  system  under  study. A s  many  copies  would  be  made 
and  operated  as  required  to  obtain  good  statistical  estimates  of  the  system  output 
variables  and  the  variations  in  these  variables.  This  empirical  approach  is  usually 
highly  impractical,  and  it  is  seldom  if  ever  applied. 

By  using  a  digital  computer  to  simulate  the  above  empirical  technique,  many  of 
the  objectionable  features  are  removed.  Given  the  mathematical  model  of  a  system 
under  study  and  a  description  of  the  component  part  populations,  it  is  possible  by 
doing  enough  simulations  to  obtain to any  reasonable  degree  of  accuracy  the  distri- 
butions  of  the  performance  measures. The Monte  Carlo  method  requires  the  complete 
statistical  distributions  of  the  input  variables  at  some  particular  time t. The 
computer  randomly  selects  a  value  for  each  input  parameter  from  its  distribution 
and uses  this  value  in  computing  the  solution. The values  from  a  multi-parameter 
part  cannot  be  given  simply  as  distributions.  Instead  they  must  be  listed in a way 
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s u c h   t h a t  a l l  the  parameter   readings  f rom  the same p a r t  are grouped  together  with any 

necessa ry   co r re l a t ions .  Then t h e  Monte Carlo method  makes a s i n g l e  random s e l e c t i o n  

from t h i s   l i s t i n g  which  determines a l l  the   co r re l a t ed   pa rame te r   va lues   fo r   t he   mu l t i -  

parameter   par t .  

I n  the  Glivenko-Cantel l i   theorem,  each  of   the random v a r i a b l e s  Xi, which are i n  

t h i s  case the   sys tem  model   input   var iab les ,   can   have   e i ther  a cont inuous   p robabi l i ty  

dens i ty   func t ion   o r  a d i s c r e t e   p r o b a b i l i t y   d e n s i t y   f u n c t i o n .  Because  only  discrete  

quan t i t i e s   can   be   u sed   i n   compute r ,   on ly   d i sc re t e   p robab i l i t y   dens i ty   func t ions  are 

of i n t e r e s t   t o   t h e  Monte Carlo method  of ana lys i s .  A d i s c r e t e   p r o b a b i l i t y   d e n s i t y  

func t ion  is simply a normalized  histogram. Shown i n   F i g .  4.2 i s  the  normalized 

ve r s ion  o'f the  histogram  of  Fig.  4.1. 
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Figure 4-2. Normalized Form of Fig. 4-1; P robab i l i t y  
Density  Function  for Discrete Random Variable  X 

Given a d i s c r e t e   d i s t r i b u t i o n  of   associated(f(X),  X) va lues  as shown i n  Fig.  4.2, 

t h e   d i s c r e t e  random v a r i a b l e  X possesses   the   p roper t ies :  

Given the   va lues  X = X and X = Xb, p[Xa 5 X 5 X ] is t h e   p r o b a b i l i t y   t h a t  

X L  X and X 5 X , ,  where Xa s Xb. 
a b 

a 

Also, 
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where F(X ) is  a  point  on  the  discrete  cumulative  distribution.  The  summation  applies 
to  those  values  of  the  random  variable  X  which  are  less  than or equal  to  the  X 
specified  in  the  summation.  T.he  cumulative  distribution  for  the  random  variable 
X of Fig. 4.2 is  shown  in  Fig. 4. .3 .  

n 
n 

1 

0 .75  

0 . 5  

0.25 

Figure 4-3. Cumulative  Distribution  for  Discrete 
Random  Variable  X of Fig. 4-2 

An important  point to understanding  the  Monte  Carlo  method  is  the  observation 

that  an  area  under  the  probability  density  curve  amounts  to  a  point on the  cumulative 
distribution  curve.  Thus,  given  a  density  function f(X) for  which  the  total  area 
between  X=O  and  X=X  is 0.2, then  the  value F(X)  at X=Xn  is 0.2. In a  Monte  Carlo 
computer  program  the  computer  converts  all  the  probability  density  functions  to 
cumulative  distributions.  Then  the  computer  generates  random  numbers  and  associates 
each  of  these  numbers  with  a  particular  point  on  each  cumulative  distribution. The 
random  numbers  in  this  context  are  numbers  chosen  at  random  in  the  range  between 
0 and 1. 

n 

In order  to  obtain  reasonable  accuracy  with  the  Monte  Carlo  technique  a  large  number 
of  randomly-generated  replicas  of  the  system  are  made;for  the  solution  to  each  replica  the 
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output   parameters   o f   in te res t  are obtained  from  the  system  model  equations. The t o t a l  

number of   system  solut ions  (a lso  cal led  system  s imulat ions)   required is ob ta ined   v i a  

a tradeoff  between  accuracy  and  the  cost  of  computer t i m e .  This  number can  vary 

anywhere  from 50 t o  5,000 o r  more depending   on   the   par t icu lar   appl ica t ion .  The 

number of   solut ions  typical ly   used  for   one  program is 500 [Ref. 4-21. When p r a c t i c a l ,  

a p ro fes s ion   s t a t i s t i c i an   shou ld   be   consu l t ed   on  how t o   a r r i v e  a t  an   appropr ia te  

number of s i m u l a t i o n s   f o r  a given  system  and  purpose. 

Once a l l  t h e  Monte Carlo  solut ions  have  been  generated,   the   probabi l i ty   densi ty  

functions  for  each  of  the  output  performance  measures  can  be  obtained.  Since  the 

comple t e   d i s t r ibu t ion   fo r   each   ou tpu t   va r i ab le  is a v a i l a b l e ,   c o e f f i c i e n t s  which  de- 

s c r i b e   t h e   v a r i o u s  s t a t i s t i ca l  p r o p e r t i e s  of t he   d i s t r ibu t ions   can   be  computed as 

required.  

It  should  be  recognized  that   due  to   the  large number of  system  simulations re- 

qu i r ed ,   t he  Monte Carlo  technique is  b e s t   s u i t e d   t o   v a r i a t i o n   a n a l y s i s  of  systems 

which cannot  be  handled by less brute-force  techniques.  Its cos t  and time l i m i t a t i o n s  

must be considered  before  choosing  the  technique  for a pa r t i cu la r   sys t em.   In  a c i r c u i t  

analysis  program,  for  example,   dc  solutions  can  be  obtained a t  r easonab le   cos t   v i a  

t h e  Monte Carlo  technique;  Monte Carlo ac so lu t ions  are u s u a l l y   l e s s   p r a c t i c a l .  

F i n a l l y ,   t h e   r e l a t i v e l y   l a r g e  amount of  computer time requ i r ed   fo r  a s i n g l e   t r a n s i e n t  

so lu t ion   of  a c i r c u i t  means t h a t  i t  is u n r e a s o n a b l e   t o   a t t e m p t   t o   o b t a i n   s u f f i c i e n t  

t r a n s i e n t   s o l u t i o n s   t o  make the  Monte Carlo  technique a p rac t i ca l   app roach   t o   ob ta in ing  

d i s t r i b u t i o n s  of  c i rcu i t   per formance   measures   re la ted   to   t rans ien t   responses .  

An i n t e r e s t i n g   v a r i a t i o n  on the  Monte Carlo  technique  has  been  reported  [Ref. 4-21. 

It combines  portions  of  worst-case and Monte Carlo  analysis .   Often  the  data   giving 

t h e   a c t u a l   d i s t r i b u t i o n s   o f   i n p u t   p a L x e t e r s  are not   ava i lab le .  What has  been  done 

i n   t h e   c i t e d   r e f e r e n c e   f o r , s u c h   c a s e s  i s  t o   s u b s t i t u t e  a r e c t a n g u l a r   d i s t r i b u t i o n  

whose upper  and  lower limits are the  upper  and  lower  worst-case limits. A Monte 

Car lo   ana lys i s  is  then  performed,  which  provides a b e t t e r  estimate of c i r c u i t   p e r f o r -  

mance than would be  obtained by using  the  convent ional   worst-case  analysis .   Since 

the   ac tua l   i npu t   pa rame te r   d i s t r ibu t ions  are no t   r ec t angu la r ,   t he   p robab i l i t y  of 

s e l ec t ing   va lues   c lose   t o   t he   wors t - case   va lues  is g r e a t e r   t h a n   f o r   t h e   a c t u a l   d i s t r i -  

bu t ions .   Consequent ly ,   the   resu l t ing   d i s t r ibu t ions  are less op t imis t i c   t han  would 

be   ob ta ined   f rom  the   ac tua l   i npu t   d i s t r ibu t ions   bu t  are no t   a s   pes s imis t i c  as worst- 

ca se   so lu t ions .  

4.3  PVA Computer  Programs 

Many computer  programs e x i s t   f o r  implementing  individually  the PVA techniques 

d iscussed   in   Sec .  4.2 .  Some of  these  programs are l i s t e d   i n   T a b l e  4-1. However, 

r e l a t i v e l y  few a r e  known t o   e x i s t  which are ava i l ab le   ou t s ide   t he   o rgan iza t ions  

40 



Table 4-1 

Programs i n   t h e  PVA Area 

Program Code 

PV-RTI 

MCS-IBM 

MCS-GDC 

PV-LS 

PV-SE 

A 
CI MANDEX-NAA 

"-NAA 

MCS-NAA 

VINIL-NAA 

PW-NAA 

Organizations(0riginator 
Program Description  or  Userlsponsor) 

- Performance  Variation  analyses;  general  program RTIINASA 
for  worst-case,  moments, simulation, etc.  

- Monte Carlo  Simulation  for  performance  variation IBM/AF-RADC 
analysis  with programmed funct ional  model 

- Monte Carlo  Simulation  for  performance  variation GD-Convairl? 
analysis   with programmed funct ional  model 

- Performance  Variation  analysis  program  for  systems Lear SieglerINASA 

- Performance  Variation  analysis program using Monte Sylvania  Electronics/  
Carlo  simulation  with programmed mathematical model  AF-WC 

- Modified AND Expanded worst-case method for   ana lys i s  M I ?  
of c i r c u i t  performance va r i a t ions   w i th   c i r cu i t  
equations 

- Moment Method for   c i rcu i t   per formance   var ia t ion  NAAI? 
analysis   with  c i rcui t   equat ions;  computer mean and 
var iance;   correlat ion  included 

- Monte Carlo  gimulation  for  circuit   performance N U / ?  
var ia t ion   ana lys i s   wi th   c i rcu i t   equa t ions ;   cor re-  
la t ion   inc luded  

%N + 
analysis   with  c i rcui t   equat ions 

- Parameter  Variation Method for   c i rcui t   performance N&/? 
var ia t ion   ana lys i s   wi th   c i rcu i t   equa t ions ;  one-at- 
a-time and  two-at-a-time analyses 

- 

- 

I method f o r   c i r c u i t  performance  variation - NU/? 

References 

4-3 

4-8 

4-9 

4-10 

4-11 

4-2 

4-2 

4-2 

4-2 

4-2 



where  they  originated  and  which  combine  several PVA techn iques   i n to  a s i n g l e  program. 

A FORTRAN l i s t i n g   o f  a genera l  PVA program  which  implements  nearly a l l  of   the pvA 

techniques  discussed  in   Sec.  4.2 is given in Appendix A; i t  i s  d e s c r i b e d   i n  some 

d e t a i l  below. 

Two widely  used  circuit   analysis  programs  which  have some PVA c a p a b i l i t i e s  are 
ECAP and NASAP. The E lec t ron ic   C i r cu i t   Ana lys i s  Program (ECAP) is  a v a i l a b l e   t o  

users of IBM computers. The  Network Analysis  for  System  Application  Program (NASAP) 

is a NASA program. Although  working a t  a number of  computer i n s t a l l a t i o n s ,  NASAP 
is st i l l  i n  development.  These two programs  and t h e i r  PVA c a p a b i l i t i e s  are discussed 

later i n   t h i s   s e c t i o n .  

4.3.1 A General PVA Program 

A flow  diagram  of a genera l  PVA program is shown i n   F i g .  4-4. A s  can  be  seen 

from t h e   f i g u r e ,   t h e  program is keyed to   the  subrout ine  which  evaluates   the  performance 

model. To make the   p rogram  appl icable   to  any kind  of  system,  no  built-in  performance 

model  subroutine is inc luded ;   t h i s   sub rou t ine  must  be  supplied by the   u se r  of t h e  

program  [Ref. 4-31. 

The i n p u t   t o   t h e  program is a mathematical   description of the  system model 

(and the  time behavior   of   the   model ,   i f   required) ,   the  number of random v a r i a b l e s  

and t h e  number of f ixed   va r i ab le s   i nvo lved ,   t he  means or   nominal   values  of t he   i npu t  

v a r i a b l e s ,   t h e   s t a n d a r d   d e v i a t i o n s   o r   s t e p   s i z e s   i n   t h e   i n p u t   v a r i a b l e s ,   t h e   i n p u t  

v a r i a b l e   d i s t r i b u t i o n s ,   i f   a v a i l a b l e ,  and t h e   c o r r e l a t i o n s   o f   t h e   i n p u t   v a r i a b l e s .  

An a d d i t i o n a l   i n p u t   t h a t  is  requ i r ed   fo r  some ana lyses  is a s e l e c t i o n  of  values  of 

the  element  parameters a t  which  the  performance  model is to   be   eva lua ted .   I f   t hese  

va lues  are se l ec t ed   me thod ica l ly   acco rd ing   t o  some s t a t i s t i ca l  des ign ,   t h i s   a l l ows  

€ o r   e f f i c i e n t   g e n e r a t i o n  of t h e   o u t p u t s   t o   u s e   i n  a mul t ip le   regress ion   ana lys i s .  

Monte Carlo  Simulation 

A Monte Carlo  s imulat ion is  used t o  estimate t h e   p e r f o r m a n c e   d i s t r i b u t i o n   i n  

terms o f   t h e   i n p u t   d i s t r i b u t i o n s ,   c h a r a c t e r i s t i c s ,  etc.  I f   t h e   i n p u t   v a r i a b l e s  are 

norma l ly   d i s t r ibu ted   t he  means ,   s tandard   devia t ions ,   and   the   cor re la t ion   mat r ix  are 

requ i r ed .   I f   t he   i npu t   va r i ab le s  are not   normal ly   d i s t r ibu ted   the   appropr ia te   d i s -  

t r i b u t i o n   c h a r a c t e r i s t i c s  must  be  specified.  The program  has   provis ions  for   handl ing 

any one of t h e   f o l l o w i n g   d i s t r i b u t i o n s :  

(1)  Uniform, 

(2) Normal, 

(3) Log-Normal , 
( 4 )  Exponential ,  

(5) Weibull , 
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INPUT 

Number of Variables X 

Random Variables  Parameters 
-- - - """ - - - - - - -" " i 

. Means . Nominal Values . Standard  Deviations . Step  Sizes 
Generate . Distr ibut ion Form 

Variable Time Behavior 
Random Uniform - Genera t e   S t a t i s t i ca l  

Design 

Random Variables 

Y = G ( X , t )  Appropriate  Distribution 

Subroutine 
with 4 Generate  Fixed  Inputs for   Evaluat ing 

b 
1 

of Distr ibut ion 
~~~ ~ 

-Mean 
-Variance 
-Standard  Deviation 
-Third and Fourth Moments 
-Skewness 
-Kurtosis 
-Covariance  Matrix 
-Ranking 

~~ ~~ 

V 
i t  Appropraite  Distribution 

Edgeworth series 
Laguerre  Polynomials 

1 

Sens i t i v i ty ,  Worst-case 
and Moment Analysis 

-Calculate   Par ia l   Derivat ives  
-Taylor Se r i e s  Approximation 
-Worst-case  Analysis 
-Sensi t ivi ty  
-Checks for  Non-linearity 
-Standard  Deviation of 

Performance At t r ibu te s  

JI I Interact ion  Analysis  I 

J( 
Least-Squares  Analysis 

of Computed Performance  Attr-ibutes 

Sens i t i v i ty  
Signif icant   Interact ions 
Worst-case  Analysis 

Figure 4 - 4 .  Flow Diagram for  General PVA Program 



(6) Gamma  (Integral  values  of  one  parameter) , 
(7) Chi-square , 
(8) Triangular,  and 

(9) Beta  (Integral  values  of  both  parameters). 

Uniformly  distributed  variables  are  first  generated;  they  are  then  transformed 

according  to  the  methods  described  in  Ref.  4-3,  Appendix  B  to  variables  having  the 

appropriate  distributions  as  specified  in  the  input.  These  transformed  variables 
are  then  used  to  compute  the  performance  measures  such  as  voltage  output,  current 

output,  power  dissipation,etc. The performance  measures  are  generated  the  number 

of  times  required  to  obtain  'the  desired  precision  of  the  results.  When  the  inputs 

are  precisely known,  the  number  of  trails  necessary  to  estimate  the  distribution 

function  of  a  performance  measure  to  the  required  degree  of  precision  for  a  one- 

dimensional  distribution  can be estimated  from  the  Kolmogoroff-Smirnov  statistic 

for  the  maximum  deviation d between  the  sampled  distribution  function  and  the  true 
(but  unknown)  distribution  function.  Table  4-2  displays  the  number  of  observations 

necessary  in  order  that  the  probability  be a that  the  maximum  deviatian  between  the 

distribution  function  and  the  sample  function  exceeds  the  value d. 

Table  4-2 

Percentiles  of  the  Distribution  of d 
for  Several  Values  of  1-a 

- 
1-CC - 

N 0.80 0.85  0.90  0.95  0.99 

. .  

5  0.45 0.47 0.51 

10 0.32 0.34 0.37 

20  0.23 0.25 0.26 

30 0.19 0.20 0.22 

40 0.17 0.18 0.19 

50 0.15 0.16 0.17 

For  larger  values  of N 1.071.14- 1.22 

fi hi fi 

0.56 

0.41 
0.29 

0.24 

0.21 
0.19 

1.36 
hi 

0.67 

0.49 

0.35 

0.29 

0.25 

0.23 

1.63 
fi 
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Hence, i f  N is 50 the  chance i s  0.05 t h a t   t h e  m a x i m u m  deviation  between  the  sample 

d i s t r i b u t i o n   f u n c t i o n  and t h e   a c t u a l   d i s t r i b u t i o n   f u n c t i o n   e x c e e d s  0.19; i f  N = 100, 

d = 0.136,  and i f  N = 1000, d = 0.043. When h igh   p rec i s ion  is needed, i t  is p o s s i b l e  

t o  perform a ve ry   l a rge  number of   s imulat ion trials. However, i t  must  be remembered 

t h a t   t h e   c o s t  in  computer time per  simulation  depends on the  complexity  of  the  per- 

formance  model  subroutine. 

I n   p r a c t i c e   t h e   d i s t r i b u t i o n s   o f   t h e  component cha rac t e r i s t i c s   a r e   s e ldom known 

very   p rec ise ly .  Hence t h e r e  is  a p rec i s ion  of the   d i s t r ibu t ion   of   the   per formance  

measure  beyond  which it is imprac t i ca l   . t o   a t t emp   t o   r e f ine   t he  estimate of t h e   t r u e  

d i s t r i b u t i o n .  I n  fact ,  v e r y   o f t e n  a un i fo rm  d i s t r ibu t ion   o f   t he   i npu t   va r i ab le  is 

assume  because  of   the  lack  of   knowledge  concerning  the  t rue  dis t r ibut ion.  

Suppose now t h a t  a ra t iona l   p rocedure  is a v a i l a b l e   f o r   e s t i m a t i n g  N and t h a t  N 

values  of  the  performances  have  been  computed. Then t h e  N observat ions  are   ranked 

in   a scend ing   o rde r   o f   pe r fo rmance ,   t he i r   f i r s t   f ou r   cen t r a l  moments a r e  computed, 

and the  measures  of  skewness  and  kurtosis  are  obtained. From t h e  statistics it  can 

be   dec ided   wh ich   d i s t r ibu t ion   t o   f i t  to t h e   d a t a   o r  which series approximations  to  

use.  The approx ima t ing   d i s t r ibu t ions   can   be   f i t t ed  by t h e  method  of moments. 

I n   t h i s  program t h e  Edgeworth series and/or  Laguerre  polymonials are used t o  

approximate  the unknown d i s t r ibu t ion   func t ion .  The  methods f o r   f i t t i n g   t h e s e   d i s -  

t r i b u t i o n s  are given  by  Kendall  [Ref. 4-12]. 

S e n s i t i v i t y  and Moment Analysis 

This   programobtainsTaylor  series approximation  to  the  models and a s   i l l u s t r a t e d  

i n  Fig. 4-4 subsequently  uses them to   p red ic t   wors t -case   per formances ,   to   es t imate  

s e n s i t i v i t i e s  of  performance  measures t o   i n p u t s ,   t o  check f o r   n o n l i n e a r i t i e s  and 

i n t e r a c t i o n s  of  behavior  with respect t o   i n p u t s ,  and to   pe r fo rm a moment ana lys i s .  

The s t e p   s i z e s  are chosen to   inc lude   the   expec ted   range   of   var ia t ion   o f   the   input  

v a r i a b l e s  as a r e s u l t  of the  environments  described by the   mi s s ion   p ro f i l e ,   t he  

i n h e r e n t   v a r i a t i o n s   i n   t h e   p a r t   c h a r a c t e r i s t i c s ,  and the   ag ing   e f f ec t s .  

Th i s   pa r t   o f   t he   p rog ram  f i r s t  computes e s t ima tes  of t h e   f i r s t  and  second p a r t i a l  

d e r i v a t i v e s  of the   per formance   measures   o f   in te res t   wi th   respec t   to   each   of   the  

p e r t i n e n t   p a r t   c h a r a c t e r i s t i c s ,   i n p u t s ,   l o a d s ,  etc. ;  t he   f i ve -po in t   cen t r a l   d i f f e rence  

formulas   a re   used   for   ob ta in ing   the   par t ia l   der iva t ives .  

Having o b t a i n e d   t h e   f i r s t  and  second p a r t i a l   d e r i v a t i v e s  of  a performance  measure 

wi th   respec t   to   the   independent   var iab les ,   the   fo l lowing   Taylor  series expansion i s  

obtained . 
I 

h ) =  YN + CY h. -+ 7 CYi hi + .. . 1 I' 2 
Y(hl,hp, * - - 9 m i1 (4-11) 
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where 

YN is the  nominal   value of performance  measure Y, 

Y i & Y y  are r e s p e c t i v e l y   t h e  1-st and 2-nd p a r t i a l s  of Y w i t h   r e s p e c t   t o   i n p u t  

v a r i a b l e  Xi, 

hi is the  change  from  nominal of Xi, and  the sums are over  a l l  m i npu t   va r i ab le s .  

Dividing by YN y i e l d s  

V 

where 

LSi = a measure of l i n e a r  

i - t h   i n p u t   v a r i a b l e  

- 
'n 

= 1 + CLSi + CQS, , 

and 

QSi = a measure of second 

s e n s i t i v i t y  of  the  performance  measure  to  the 

1 

Yi hi 
LSi = - 

yN 

(4-12) 

(4-13) 

deg ree   o r   quadra t i c   s ens i t i v i ty   (deno ted  as nonl inear  

s e n s i t i v i t y   i n   t h e  program  output) of the   per formance   wi th   respec t   to   the   i - th   input  

v a r i a b l e  and is given  by 

1 " 2 
QSi = T Yi hi /YN. (4-14) 

These two q u a n t i t i e s  are pr in ted   ou t   for   each   of   the  N va r i ab le s .  The s e n s i t i v i t y  

measure   assoc ia ted   wi th   the   i - th   var iab le  is e s s e n t i a l l y   t h e   r e l a t i v e  change i n  

the  performance  measure as a funct ion  of   the maximum expected  change  in  the  i- th 

va r i ab le .  The d e f i n i t i o n s   o f   s e n s i t i v i t y  and non- l inear i ty  are suggested by the  

Taylor series expansion. As noted ear l ier ,  t h e r e  are s e v e r a l - d e f i n i t i o n s  of 

s e n s i t i v i t y   a p p e a r i n g   i n   t h e   l i t e r a t u r e .  The d e f i n i t i o n s   u s e d   i n   t h i s  program are 

ve ry   conven ien t   i n   e s t ima t ing   t he   r e l a t ive   change   i n  a performance  measure Y f o r  

the  expected  changes  in   the  independent   var iables .  

The Taylor series expansion as presented  above  does  not   include terms with 

mixed p a r t i a l   d e r i v a t i v e s .  To o b t a i n   t h e   s e c o n d   p a r t i a l   d e r i v a t i v e s   w i t h   r e s p e c t  

t o  a l l  p a i r s  of independent   var iables  would requi re   cons iderably  more  computing 

time. The computation is per formed  us ing   on ly   the   f i r s t   par t ia l s  and the   pu re  

second   pa r t i a l s ;   t he  series approximation is then  checked  for i ts adequacy. I f   t h e  

r e s u l t s  are not  as p r e c i s e  as requ i r ed ,   t he   app ropr i a t e  mixed  second p a r t i a l s  are 

obtained by a program  described i n   t h e   s e c t i o n  on In t e rac t ion   Ana lys i s .  
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Worst-case  Limits 

The worst-case limits are computed  by the  procedure  descr ibed by West and S c h e f f l e r  

rRef.4-131. The s i g n s   o f   t h e   f i r s t  par t ia l  d e r i v a t i v e s  are examined; t h e   v a r i a b l e s  

for   which  they are p o s i t i v e  are placed at  t h e i r   h i g h   v a l u e s ,  X + h ,  and t h e   v a r i a b l e s  

for which  they are negat ive,  a t  t h e i r  low values ,  X - h , i n   o r d e r   t o   e s t i m a t e  

an upper  worst-case limit. Conversely, t o   e s t i m a t e  a lower l i m i t  t h e   v a r i a b l e s   f o r  

which Y '  is p o s i t i v e  are placed a t  t h e i r  low values ,  and f o r  Y '  negat ive,  at  t h e i r  

h igh   va lues .  The  worst-case limits of  the  performance  measures are computed  by 

a c t u a l l y   s u b s t i t u t i n g   t h e   a p p r o p r i a t e   v a l u e s  of t h e   v a r i a b l e s   i n t o   t h e   f u n c t i o n s  

comprising  the  performance model.  The  computed  worst-case limits are then compared 

t o   t h e  limits est imated  with  the  Taylor  series expansion.   I f   these  values  do not  

ag ree   t o   w i th in   t he   r equ i r ed   accu racy ,   t he   omi t t ed  terms, namely, t h e  mixed p a r t i a l  

d e r i v a t i v e s   ( i n t e r a c t i o n s )  and the   h igher   o rder   pure tenus  must  be inves t iga t ed .  The 

higher   order   pure  der ivat ives .   are   convenient ly   checked  one  var iable  at  a time by 

comparing t h e   f u n c t i o n a l   v a l u e   a t   t h e  two end points   with  that   es t imated  by  the 

f i r s t  and  second  par t ia ls   with respect to   tha t   var iab le .   These   checks   sugges t   the  

source  of any l ack   o f   p rec i s ion .  

Moment Analysis 

The moments of the  performance  measures  can  be  obtained  from  the Monte Carlo 

simulation  runs  or  from an er ror   p ropagat ion   ana lys i s   based  on the   Taylor  series 

approximation. The l a t t e r  is s imple r   t o  compute  and not   subjec t   to   sampl ing   f luc tua-  

t i o n s  as is the  former.  However, t h e  series approximation i s  s u b j e c t   t o   t h e   l a c k  

of prec is ion   wi th  which i t  approximates   the  t rue  funct ion.  

L e t  

i 

I f   o n l y   t h e   f i r s t   o r d e r  terms a re   u sed ,   t he   e s t ima tes  of t h e  mean and va r i ance  

of Y ,  denoted by F{Y) and 8 {Y) r e spec t ive ly ,  are given  by 2 

1% ""j 
ay 
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where 
A 

SIX,) 

p IXi,Xj) 

If Xi and X  are 
otherwise,  it  is 

j 

= estimated  standard  deviation 

= estimated  simple  correlation 

characteristics of two  distinct 

estimated  by 

of  the  measurements  X iy 

of  the  measurements  on  X  and X i j’ 

components,  then p {X.  ,X.} = 0; 
1 J  

If the  first  and  second  order  terms  (not  including  the  mixed  partials-interactions 

terms)  are  used  in  the  approximation,  then  further  terms  are  required  in  the  moment 

analysis. 
Let 

then  the  estimated  mean  and  variance for Y  can  be  written  as 

+ ICY  Y cov~xi,x.l 
i j  J 

1 1 I t  + $ CY  Y i i  
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where E{X) denotes   the  expected  or  mean va lue   o f  X and $3i and i?4i are the   es t imated  

t h i r d  and fou r th  moments of Xi, i=l, ..., m. A similar expansion may be   ob ta ined   wi th  

the   in te rac t ion   te rms   inc luded .  

I n   t h e  above ana lys i s  i t  has   imp l i c i t l y   been  assumed t h a t   t h e   r e l a t i o n s h i p  

between  the  performance  measure Y and t h e   p a r t   c h a r a c t e r i s t i c s ,  Xi, i=l,. ..,m i s  

known, t h a t  is, t h e   c o e f f i c i e n t s  are known. However, i n   p r a c t i c e   t h e   r e l a t i o n s h i p  

may be   ob ta ined   f rom  empir ica l   da ta   and   the   coef f ic ien ts  may be  considered estimates 

of t r u e   b u t  unknown values .  The e x t e n t   t o  which t h e   d a t a  are ava i l ab le   shou ld   t hen  

be   r e f l ec t ed   i n   t he   p rec i s ions   o f   t he   i npu t s   t o   t he  error propagat ion  analysis .  A 

complete  discussion  of  this  problem is g iven   in   Mar in i ,  Brown, and Williams [Ref.  4-14]. 

In te rac t ion   Analys is  

In   case  the  worst-case limits computed d i r e c t l y  from the   func t ions  are not  ade- 

quately  approximated by t h e   l i n e a r  and pure   quadra t ic  terms, i t  is necessary   to  

compute the  mixed p a r t i a l  de r iva t ives   fo r   t he   pa i r s   o f   va r i ab le s  which are expected 

t o   y i e l d   s i g n i f i c a n t   i n t e r a c t i o n   e f f e c t s .  The  mixed pa r t i a l s   can   be  computed  by 

one of the  fol lowing two methods. 

One procedure would b e   t o  compute t h e   f i r s t   p a r t i a l   d e r i v a t i v e s   w i t h   r e s p e c t  

t o   t h e   i - t h   v a r i a b l e  a t  f ive   d i f f e ren t   va lues   o f   t he   j - t h   ua r i ab le .   These   pa r t i a l s  

would i n   t u r n   b e   u s e d   t o  compute the  second  partial .   This  procedure  assumes a 

degree  of  smoothness  of  the  analytical   function. 

A second  procedure  would  be to   generate   the  performance  measure  for   selected 

sets of  values  of  the  independent  variables  and  then f i t  by regression  techniques 

the   func t iona l  form 

Y = b 0 + C biXi + Z biiXf + C C  bijXiXj . 
This  assumes a l l  higher  order  effects  can  be  adequately  accounted  for by a second 

degree  polynomial  function. The c o e f f i c i e n t s  of t h e  terms X.X.  would correspond 

t o   t h e  mixed par t ia ls   under   the  assumption.  The s e l e c t i o n  of the  values   of   the  

var iables   can  be  performed  eff ic ient ly  by t h e  method  of s ta t i s t ica l  d e s i g n s   f o r  

f ac to r i a l   expe r imen t s .  Methods fo r   gene ra t ing   t he   appropr i a t e   des ign  are descr ibed 

by Addelman [Ref.  4-15]. 

4.3.1.1  General PVA Program Example 

= J  

The general  PVA program  which  has  been  discussed in   the   p receding   pages  

can  be  used t o  perform a wide   var ie ty   o f   var ia t ion   ana lyses   for  a wide   var ie ty   o f  

systems. Some examples  using  this  program are given i n  Ref. 4-3. A simple  example 

is reproduced  here  from  that  reference.  

A second  degree  polynomial w a s  c h o s e n   f o r   i l l u s t r a t i o n  of t h e  program. 

49 

1 .  



Y = 1+  2x1 + 2x2 + 3x1x2 + 4x1 + 4x2 . 2 2 

There are two independent   var iables ,  X1 and X2, and  one  dependent  variable Y denoted 

by POLY i n   t h e  program  input. One hundred  (100)  simulation trials were performed 

assuming X1 and X are norma l ly   d i s t r ibu ted   w i th  means 10 and 5 and  s tandard  der ivat ions 

0.2 and 0.05, r e spec t ive ly ,  and c o r r e l a t i o n  0.5. 
2 

1 

I n   t h e   i n t e r a c t i o n   a n a l y s i s   p a r t  of the  program,  one  needs  to  indicate  which 

independent  variables,   from  those  available,  are t o   b e   u s e d   i n   t h e   a n a l y s i s .   I n  

t h e   s p e c i f i c  example  there are only two such   va r i ab le s  and  both  of them are used as 

i nd ica t ed  by inpu t s  4 and 5.. I f   t h e r e  were 1 0   v a r i a b l e s   i n  a l l  and o n l y   f i v e   v a r i a b l e s  

t o   b e   u s e d   i n   t h e   a n a l y s i s ,  e. g.. v a r i a b l e s  numbered 1, 3 ,  5, 8, and  10,  then  input 

5 would be  these  numbers   in   the  appropriate   format   and  input  4 would  be NVT = 5 and 

NW = 5 provided a l l  Z5 combinations  of  the 5 va r i ab le s  were used.  See Addelman 

[Ref.4-15] f o r  methods  of s ta t i s t ica l  design of exper iments   for   us ing  a f r a c t i o n  of 

2 runs.  The inpu t s   and   ou tpu t s   fo r   va r ious   pa r t s   o f   t he  program are l i s t e d  on the  

following  pages.  The program  outputs are from  the Bunker-Ram0 340  computer; t h e  

program is w r i t t e n   i n  FORTRAN I1 language.  For  convenience of reproduct ion   of   th i s  

report ,   the  printout  from  the  program  has  been  reproduced by typing. The p r i n t o u t  

format  has  been  preserved. 

Program  Input   Descr ipt ion  for   Simulat ion 

5 

The f i r s t   c a r d   h a s   t h e   s t a r t i n g   v a l u e ,  XN, f o r   t h e  random number generator .  

Format  (F10.0) . 
Input   card 2 g ives   t he  number  of models  (not more than  f ive)   fol lowed by a 

four  let ter iden t i f i e r   fo r   each   mode l .  Format  (I2,5A4). 

Th i s   ca rd   p rov ides   t he   ac tua l  number of v a r i a b l e s  and t h e  number  of corre-  

la ted  var iables   for   each  model ,   and  the number of   s imulat ion tr ials f o r  

a l l  models.  Format  (1115). 

These  cards   contain  information  necessary  for  a readable   ou tput .  The f i r s t  

conta ins   the  names o f   t h e   d i s t r i b u t i o n s   o f   t h e  random number generators  (each 

name is l imi ted   to   twelve   charac te rs ) .  The second  has  the names of   the two 

polynomial f i t  routines,namely  Edgeworth  and  Laguerre. Format  (20A4). 

The var iable   input   cards   contain  nominal   and  deviat ion  values ,  a parameter 

name, and a random  number g e n e r a t o r   c a l l   v a l u e .  The ca l l  va lue  i s  the  argument 

f o r  a COMPUTED GO TO s ta tement  and ca l l s   the   appropr ia te   genera tor   subrout ine .  

Format  (2E10.4,A4,14).  Those var iables   which  have  non-zero  correlat ions  with 

o t h e r   v a r i a b l e s  must  be  read i n   f i r s t .  

I f   t h e r e  are co r re l a t ed   va r i ab le s ,   t he   va lues  are read as an  upper   t r iangular  

matrix.  Format  (16F5.0). 
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Inpu t  " Descr i - t ion   for   Sens i t iv i ty ,Wors t -Case ,  and Moment Analysis 

(1) Model i d e n t i f i c a t i o n  is on t h e   f i r s t   c a r d .  The  number of   models ,   not   to  

exceed 10, is followed by fou r  letter model desc r ip to r s .  Format  (I2,10A4). 

(2)  The nex t   ca rd   g ives   t he   va r i ab le   i n fo rma t ion   fo r   each  model.  The  number 

of   var iables   for   each  model ,   not   to   exceed  20,  is  i n  Format  (1012). 

(3614)These c a r d s   a r e   i d e n t i c a l   t o   t h e   s i m u l a t i o n   i n p u t   c a r d   t y p e s  (5) and ( 6 ) .  

The  nominal  and  deviation  values  (one-half  the  expected  extreme  deviation 

values)  are i n   t h e  same format   and  the  var iable  name should  a lso  be  given,  

(2E10.4 ,A4) . Corre la ted   var iab les ,  Format  (16F5.0). 

Input   Descr ip t ion   for   In te rac t ion   Analys is  

Card  one is f o r   t h e  number of  models,  Format  (12). 

Card two s p e c i f i e s   t h e   t o t a l  number of  independent  variables (NV) and t h e  

(alphanumeric) name for   the   dependent   var iab le .  Format  (I2,A4). 

The var iab le   cards   spec i fy   the   nominal   va lues  and dev ia t ions  of  each 

independent   var iab le ,   as  w e l l  as its (alphanumeric) name. There is one 

card   for   each   var iab le .  Format  (2E10.4,A4). 

Th i s   con t ro l   ca rd   i nd ica t e s   t he  number  of v a r i a b l e s  (NVT) t o   b e   u s e d   i n   t h e  

i n t e r a c t i o n   a n a l y s i s  (NVT 5 NV) and t h e  number  of v a r i a b l e s  whose l e v e l s  

a r e   t o   b e  computed  (NW). I f  NVT = NW, a l l  combinations are considered; 

otherwise NW < NVT. Format  (212). 

Card f i v e   i n d i c a t e s ,  by s u b s c r i p t s ,   t h e   v a r i a b l e s   s e l e c t e d   f o r   a n a l y s i s .  

The  number of values  appearing  should  be NVT i n  format  (2012). 

Card 6 is o m i t t e d   i f  NVT = NW. Otherwise i t  s p e c i f i e s ,  by s u b s c r i p t s ,  

t h e  NW v a r i a b l e s   t o   b e  computed.  Format  (2012). 

Cards 2-6 are  repeated  for  each  model.  The dev ia t ions   spec i f i ed  on  Card 3 a r e  doubled 

fo r   t he   l ea s t   squa res   ana lys i s .   Tha t  i s ,  the  upper and  lower limits cons idered   for  

each   va r i ab le   a r e   t he  nominal  values  plus  and  minus twice the   devia t ions   g iven  on 

Card 3 .  

The  program i n p u t s   t o   t h e  example  using  the  polynomial  introduced as the   per for -  

mance model a r e   g i v e n   i n   T a b l e  4-2 and  followed by the   ou tpu t s  i n  Tables 4-3 through 

4-5. 
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Simulat ion  Analysis  

(1) 1697. 
(2) lP0LY 
(3 1 2  2 100 
( 4 )  UNIFORM NORMAL 

CHI SQUARE 
EDGEWORTH LAGUEEXE 

( 5 )  .1000E 02 .2000E 00 

( 6 )  1 .0  0.5 1.0 
.5000E 01 .5000E-01 

Table  4-2 

Program Inputs   for   Polynomia l  (POLY) Example 

Inpu t s  (Card  Image) 

LOG NORMAL EXPONENTIAL  WEIBULL GAMMA BETA 

x1 2 
x2 2 

Sensi t ivi ty ,   Worst-case  and Moment Analysis  

(1) lP0LY 
(2) 2 
(3 1 .1000E 02 .2000E 00 X 1  2 

( 4 )  1.0 0.5 1.0 
.5000E 01 .5000E-01 X2 2 

I n t e r a c t i o n   A n a l y s i s  

(1) 1 
(2) 2POLY 
(3) .1000E 02 .2000E 00 X 1  

( 4 )  2 2  
(5) 1 2  

.5000E 01 ,5000E-01 X2 



UI 
W 

MODEL 1, POLY 

INPUT  CORRELATIONS 

,500 

INPUT  CHECK 

MODEL 1, POLY 

INPUT  CORRELATIONS 

,608 

Table  4-3 

Simulation  Output f o r  POLY 

VAR. NAMES NOMINAL  VALUE 

x1 .10000E 2 
x2 .50000E 1 

VAR. NAMES 
x1 

x2 

DEPENDENT  DATA  LISTED  IN  ASCENDING ORDER 

I 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

I IN 
.010 
.020 
.030 
.040 
.050 
.060 
.070 
.080 
.090 
.1.0 0 
.no 
.120 
.130 
.140 
.150 

POLY 
.6322E 
.6346E 
.6362E 
.6389E 
.6403E 
.6434E 
.6478E 
.6494E 
.6504E 
.6516E 
.6554E 
.6567E 
.6579E 
.6580E 
.6594E 

3 39 
3  40 
3 41 
3 42 
3 43 
3 44 
3 45 
3  46 
3 47 
3 48 
3 49 
3 50 
3 51 
3 52 
3 53 

.390 

.400 

.410 

.420 

.430 

.440 

.450 

.460 

.470 

.480 

.490 

.500 

.510 

.520 

.530 

NOMINAL  VALUE 

.99866E 1 

.50019E 1 

.6735E 

.6740E 

.6740E 

.6748E 

.6750E 

.67  55E 

.6758E 

.67643 

.6774E 

.6786E 

.6786E 

.6788E 

.6790E 

.6791E 

.67993 

3.  77 .770 
3 78 .780 
3 79 .790 
3  80 .800 
3 81 .810 
3 82 .820 
3 83 .830 
3 84 .840 
3 85 .850 
3 86 .860 
3 87 .870 
3 88 .880 
3 89 .890 
3  90 .goo 
3  91 .910 

DEVIATION DISTRIBUTION 

.200000E 0 NORMAL 

.500000E -1 NORMAL 

DEVIATION 

.208713 0 

.65881E -1 

.6962E 3 

.6981E 3 

.6983E 3 

.6986E 3 

.7012E 3 

.7013E 3 

.7021E 3 

.7024E 3 

.70393 3 

.7040E 3 

.7051E 3 

.7056E 3 

.7062E 3 

.7067E 3 

.70963 3 

DISTRIBUTION 

NORMAL 

NORMAL 



F 

Table  4-3 (Continued) 

1 6  .160 
17  .170 
18 .180 
19  ,190 
20  .200 
21  .210 
22 ,220 
23  ,230 
24 .240 
25  .250 
26 .260 
27 .270 
28  .280 
29 .290 
30  .300 
31 .310 
32 .320 
33 .330 
34  .340 
35  .350 
36 .360 

38 .380 
37 .37Q$ 

.6607E 

.6612E 
,66143 
.6615E 
.6615E 
.6634E 
.6637E 
,66473 
.6650E 
.6659E 
.6660E 
.6661E 
.6676E 
.6678E 
.6692E 
.6693E 
.6696E 
.6704E 
.6706E 
.6711E 
.6715E 
.6726E 
.6734E 

3 54 ,540 
3  55 .550 
3 56 .560 
3 57 .570 
3  58 .580 
3  59 .590 
3  60 .600 
3 61 .610 
3 62 .620 
3  63 .630 
3 64 .640 
3 65 .650 
3  66 .660 
3 67 .670 
3  68 .680 
3  69 .690 
3 70 .700 
3 71  .710 
3 72 .720 
3 73 .730 
3 74 .740 
3  75 .750 
3 76 .760 

MOMENTS POLY 

FIRST .680057E  3 

SECOND .437902E  5 

THIRD -.243477E  5 

FOURTH .503237E 8 

STD. DEV. .210316E  2 

SKEWNESS -.265701E -1 

KURTOSIS .262433E -1 

VARIANCE - COVARIANCE MATRIX, ORDER 1 

.6817E 

.6820E 

.6833E 

.6851E 

.6856E 

.6858E 

.6858E 

.6860E 

.6860E 

.6863E 

.6864E 

.6872E 

.6882E 

.6892E 

.6893E 

.6893E 

.6903E 

.6904E 

.6906E 

.6933E 

.6933E 

.6951E 

.6953E 

3 92 .920 
3  93  .930 
3  94  .940 
3 95  .950 
3 96  .960 
3 97 .970 
3  98  .980 
3 99  .990 
3 100 1.000 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

.7099E 

.7113E 

.7117E 

.7125E 

.7147E 

.7158E 

.7167E 

.7272E . 72.88E 

PERCENTAGE  POINTS  FOR POLY BY EDGEWORTH 

Z = 616.96093 F(Z) = -.82690E -2 

Z = 627.47654 F(Z) = -.11345E -1 

Z = 637.99217 F(Z) = .88139E -2 

Z = 648.50779 F(Z) = .83527E -1 

Z = 659.02342 F(Z) = .21687E 0 

Z = 669.53905 F(Z) = .36661E 0 

Z = 680.05467 F(2) = .49822E 0 

Z = 690.57030 F(Z) = .63100E 0 
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Table 4-3 (Continued) 

POLY .468040 E 3  
Z = 701.98592 F(2) = .78309E 0 
z = 711.60155 F(Z) = .917883 0 

Z = 722.11718 F(Z) = .99259E 0 
z = 732.63280 F(Z) = .10121E 1 
Z = 743.14842 F(Z) = .10086E 1 



Table 4-4 

Sens i t i v i ty ,  Worst-case, and Moment Analysis Output f o r  POLY 

9 I 1  

FIRST AND SECOND PARTIAL  DERIVATIVES (Y AND Y ) OF POLY WITH RESPECT TO X 
PARTIALS 

1 11 

X Y (X-2DX) Y (X-1DX) Y(X+lDX) Y (X+2DX) Y Y 
X 1  .64284E 3 .66175E 3 .70055E 3 . 72043E 3 .96986E  2   .79590E 1 

SENSITIVITY 

LINEAR NDN-LIN 
56967E -1 . 93499E -3 

X2 .67384E 3 .67740E 3 . 68460E 3 .68823E 3 .71995E 2 . 78125E 1 .10572E -1 .57361E -4 
ALL X AT NOMINAL, Y(X)  = . 68099E 3 

STD DEV OF Y ( X ) ,  .21425E  2  

WORST CASE LIMITS 
VALUE OF VARIABLE AT  LOWER LIMIT AND  AT UPPER LIMIT , X 

x1 
x 2  

.96000E 1 .10400E 2 .10000E 2 

. 49000E 1 .51000E 1 . 50000E 1 

DX 
.20000E 0 
. 50000E -1 

WORST CASE LIMITS AND  NOMINAL V a U E  

POLY .63579E 3 .72779E 3 .68099E 3 

INTERACTION CHECK USING 1ST AND 2ND  DEGREE  TERMS OF TAYLOR SERIES 

POLY .63567E 3 .72766E 3 

INTERACTION CHECK USING 1ST DEGREE  TERMS OF TAYLOR SERIES 

POLY .63500E 3 .72698E 3 

GOODNESS OF F I T  USING 1ST AND 2ND  TERMS OF TAYLOR SERIES 
VARIABLES Y(X-2DX) /Y (X) l.-SENS 1. -SENS+NON LIN Y (X+2DX) /Y (X) 1 .+SENS l.+SENS+NON LIN 

x1 .94397E 0 .94303E 0 .94397E 0 . l o 5 7 9 3  1 .10570E 1 . l o 5 7 9 3  1 
x 2   . 9 8 9 4 9 E  0 .98943E 0 .98948E 0 .10106E 1 .10106E 1 .10106E 1 



Table  4-5 

Interaction  Analysis  Output  for  POLY 

VARIABLE  NOMINAL  VALUE  DX 

x1 .10000E 2 ,20000E 0 
x2  .50000E 1 .50000E -1 

CODED  LEVELS OF THE  VARIABLES X(1) 
0-LOW  LEVEL  1-HIGH  LEVEL 

ROW  MOD-2  ARRAY  OF  VARIABLES 

1 0 0  
2 0 1  
3 1 0  
4 1 1  

ACTUAL  LEVELS OF X(1)  AND  CORRESPONDING  PERFORMANCE  VALUES 

ROW x1 x2  POLY 

1 .96000E 1 .49000E 1 .63579E  3 
2  .96000E 1 .51000E 1 .64995E  3 
3  .10400E 2  .49000E 1 .71316E  3 
4 .10400E 2  .51000E 1 .72779E  3 

COEFFICIENTS  OF  VARIABLES  AND  THEIR  SENSITIVITIES 

COEFFICIENTS  SENSITIVITY 

CONSTANT B( 0) = .68167E  3 
x1 B( 1) = .96938E 2  .56938E -1 
x2 B( 2) = .71480E 2  .lo4963 -1 

x1 , x2 B( 1, 2) = .29087E 1 ,854233 -4 



4.3.2 ECAJ? and NASAP f o r  PVA 

The Elec t ronic   Ci rcu i t   Analys is   Program (ECAP) w a s  deve loped   jo in t ly  by IBM 

and  Norden Divis ion  of   United  Aircraf t ;  Ref.4-16 is t h e   b a s i c   r e f e r e n c e   f o r   t h e  

program. ECAP is very   wide ly   used   for   c i rcu i t   ana lys i s ;  i t  is ava i lab le   f rom IBM 
f o r   u s e   o n   t h e  IBM 1620,  7000 series, and  360 series computers ,   a l though  no t   a l lo f  

these vers ions  are o f f i c i a l l y   s u p p o r t e d  by IBM [Ref.4-171. It has   been  sui tably 

modified by o t h e r   o r g a n i z a t i o n s   f o r   u s e  on a var ie ty   of   other   computers   and  with 

some v a l u a b l e   a d d i t i o n a l   f e a t u r e s   f o r  PVA. 

In   t he   ve r s ions   o f  ECAF' avai lable   . f rom IBM, t h e  PVA c a p a b i l i t i e s   i n c l u d e   t h e  

following [Ref.4-181: 

For   dc  analysis :  

( 1 )   p a r t i a l   d e r i v a t i v e  o f  vo l t age  a t  a p a r t i c u l a r   c i r c u i t  node  with  respect 

t o  a c i r cu i t   pa rame te r   i n  a pa r t i cu la r   b ranch ;  

( 2 )   s e n s i t i v i t y   o f  a node   vo l t age   w i th   r e spec t   t o  a branch  parameter;  

(3)   worst-case  solut ions;  

(4)   s tandard  deviat ion of c i r c u i t   o u t p u t   v a r i a b l e s ;  

(5) automatic   parameter   var ia t ion,   which  a l lows a parameter  to  be  incremented 

over a range  of  values  with a c i r c u i t   s o l u t i o n  computed for   each  value.  

For a c   a n a l y s i s :  

(1)  automatic  parameter  variation. 

Addit ional  PVA c a p a b i l i t i e s  which  have  been  incorporated  in ECAP by o ther   o rganiza t ions  

inc lude  ac s e n s i t i v i t i e s  and solution  of  the  propagation-of-variance  equation  [Ref.4-17],  

The  Network Analysis  €or  System  Application  Program (NASAP) has  been  developed 

by  NASA/Electronics  Research  Center  in a cooperat ive  effor t   involving  about  20 use r s  

of t h e  program [Ref .4-191. NASAP is unique among c i r c u i t   a n a l y s i s   p r o g r a m s   i n   t h a t  

i t  uses  f lowgraph  techniques  to  analyze  networks  instead  of  matrix-oriented  techniques.  

Also, i t  man ipu la t e s   c i r cu i t   symbol i c   pa rame te r s   i n s t ead   o f   ac tua l   pa rame te r s   un t i l  

t h e   f i n a l   s t e p  of   the  analysis .   This   symbol-manipulat ion  feature   has  some i n t e r e s t i n g  

ramif ica t ions ,  among which are t h e   a b i l i t y   t o   c a l c u l a t e   p a r t i a l   d e r i v a t i v e s  and 

s e n s i t i v i t i e s   s y m b o l i c a l l y  [Ref.4-201. 

I n   a d d i t i o n   t o   t h e  PVA capabi l i t i es   no ted   above ,  NASAP incorpora tes  an optimi- 

zat ion  procedure  which  e l iminates  from a c i rcu i t   input   parameters   having  less than 

a preassigned amount of   in f luence  on circui t   performance  parameters ;   the   procedure 

i s  i n   e f f e c t  a to l e rance   ana lys i s  [Ref .4-201. 

NASAP was o r i g i n a l l y   w r i t t e n   i n  FORTRAN IV f o r   u s e  on t h e  CDC 3600  computer; 

it a l s o  is now i n   u s e  on several   o ther   computers .   Al though  reportedly  avai lable  

from COSMIC [Ref.4-21], i t  does   no t   appea r   i n   t he   Ju ly   1967   l i s t i ng   o f  COSMIC 
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programs  [Ref.4-221. However, it can  be  obtained [Ref.4-23] by contact ing:  

R. M. Carpenter 

NASA/ERC 

575  Technology  Square 

Cambridge , Mass. 

T e l .  617 491-1500, Ext.  541 
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5. P a r t  Applicat ion  Analysis  

I n   p a r t   a p p l i c a t i o n   a n a l y s e s   t h e   o p e r a t i n g  stresses of  the  individual  components 

are determined  and  compared t o   t h e   r a t e d   c a p a b i l i t i e s .   I n  an e l e c t r o n i c   c i r c u i t ,   f o r  

example, p a r t  stresses such as power d i s s ipa t ion   o f  a r e s i s t o r ,   p e a k   r e v e r s e   v o l t a g e  

of a diode, and vo l t age   ac ross  a capac i to r  are a l l  tabulated  and compared t o   t h e i r  

electrical r a t i n g s .  The  concept  of stress here  is an  extension of the  concept  of 

mechanical stress a p p l i e d   i n   s t r e n g t h   o f  materials analysis   and is broadened t o   i n c l u d e  

electrical ,  t h e r m a l ,   r a d i a t i o n   a n d   o t h e r   p o t e n t i a l l y  damaging e f f e c t s   t h a t  may jeopard ize  

the   acceptab le   opera t ion  of a component. The purpose  of  the  analysis is t o   i n s u r e   t h a t  

a c t u a l  component loads do not   exceed  the  manufacturer ' s   ra ted  or   user ' s   derated  capa-  

b i l i t y  of  the component. 

The s igni f icant   appl ica t ion   of   computers   in   par t   appl ica t ion   ana lys i s  is i n d i r e c t l y  

through  other  types of analyses  such as c i r c u i t ,  t h e r m a l  and s t ruc tu ra l   ana lyses .   Fo r  

example,   wi th   c i rcui t   analysis   programs  such as ECAP, node  voltages and branch  currents  

(hence  branch component  power d iss ipa t ion)   o f   e lec t r ica l   ne tworks   can   be  computed f o r  

l a te r  comparison to   r a t ed   cond i t ions .  The c i r c u i t   a n a l y s i s  program NET-1 a l lows  as  

input   the   ra ted   dc   condi t ions  of c e r t a i n  components,  performs a comparison  against 

r a t ed   va lues  as a p a r t  of t h e   a n a l y s i s ,  and p r in t s   ou t   an  alarm i f  a computed parameter 

value  exceeds  the  input  rated  value.   Mechanical stress ana lys i s  i s  usual ly   an  inherent  

f ea tu re   i n   s t ruc tu ra l :   ana lys i s   p rog rans , s ince   t he  stress l e v e l   i n  a s t r u c t u r e  is con- 

cerned  with  the  primary  function of t h e   s t r u c t u r e .  

The computer   can  serve  as   an  a id   to   appl icat ion  analyses  on system  components 

' f o r  any s i t u a t i o n   i n  which the  component loads  can  be computed with  an  appropriate  

model.  Vol. V of t h i s   r e p o r t  series treats p a r t   a p p l i c a t i o n   a n a l y s e s   i n  some d e t a i l .  
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6 .  F a i l u r e  Mode and Effec ts   Analys is  (J?MEA) 

T h i s   a n a l y s i s   t a s k  is approached i n   s e v e r a l  ways.  The common purpose  of a l l  

approaches is to   de te rmine   what   d i screpancies   can   occur   in  a sys t em, iden t i fy   t he i r  

e f f e c t s  on  system  operation,  and  eliminate  those  that  are more c r i t i ca l  and  more 

l i k e l y   t o   o c c u r .  A l a rge   po r t ion   o f   t he   ana lys i s  relies on  engineering  judgement 

and is thus  performed  manually.  Computers  can assist, bu t   t he   ex t en t  of a p p l i c a b i l i t y  

depends on the  approach  taken  and  the  nature  of  the  system. FMEA remains  the  important 

procedure  for   actual ly   uncovering  the  system  discrepancies .  It is i n   f a c t  one of t he  

m o s t   i m p o r t a n t   a c t i v i t i e s   i n   t h e   t o t a l . d e s i g n   f o r   r e l i a b i l i t y   p r o c e s s   s i n c e  i t  i d e n t i f i e s  

areas requi r ing   ac t ion   by   o ther   des ign   ac t iv i t ies .  One of i t s  important   outputs  is 

the   des igna t ion   o f   t he   l og ic   mode l s   fo r   i nd iv idua l   e l emen t s   t o   be   i nc luded   i n   r e l i ab i l i t y  

p red ic t ion   ca l cu la t ions .  

One of the   s imples t   approaches   to  FMEA is: given a des ign   conf igura t ion ,   each  

of t h e  components  and materials comprising  the  design  can f a i l  o r   deg rade   v i a  a number 

of d i f f e r e n t  modes.  The f a i l u r e  mode ana lys i s   cons is t s   o f   no th ing  more t h a n   e x p l i c i t l y  

iden t i fy ing   t hese  modes. For a system composed of d i s c r e t e  components, t h i s   i d e n t i f i -  

cation  involves  merely  proceeding  through a p a r t s  l ist and deciding  what modes of 

f a i l u r e  are to   be  considered.   There is a p r a c t i c a l  l i m i t ,  of course,  as t o  how  many 

f a i l u r e  modes of   each  par t   can  be  considered,   and  in  fac t  a l i m i t e d   f a i l u r e   e f f e c t s  

ana lys i s  is performed on a sub jec t ive   bas i s  at  t h i s   s t a g e   t o   a i d   i n   l i m i t i n g   t h e  

number of modes considered. 

F o r   e l e c t r o n i c   c i r c u i t s  i t  is becoming f a i r l y  common to   cons ide r  a t  least s h o r t s  

and  opens  between a l l  t e r m i n a l   p a i r s  of components.  Typical modes def ine  the  extreme 

d i s c r e t e  states o f   t he  components. It is  possible   to   def ine  in-between states,  such as 

d i s c r e t e   l e v e l s  o f   r e s i s t a n c e   f o r  a r e s i s t o r  which d i f f e r  from  nominal,  but  the re- 

su l t ing   ana lys i s   can   qu ick ly  become unweildy i f   c a r r i e d   t o o   f a r ,   e s p e c i a l l y  when 

consider ing  devices  as complex as a t r a n s i s t o r .  

When f o r  FMEA the   lowes t   l eve l   o f  breakdown is l i m i t e d   t o  complex subassemblies 

(such as t r a n s m i t t e r s ,  power i n v e r t e r s ,  pumps, and e n g i n e s )   t h e   f a i l u r e  modes become 

much more d i f f i c u l t  t o  def ine .   I f   these   subassembl ies  are requi red   to   per form  in  

sequences   o f   opera t ions ,   fa i lure  modes of   the  fol lowing  types may be   i den t i f i ed :  

(1)  premature  operation, 

(2) f a i l u r e   t o   o p e r a t e  a t  a prescr ibed  time, 

(3) f a i l u r e   t o  cease opera t ion  a t  a prescr ibed  time, and 

( 4 )  f a i l u r e   d u r i n g   o p e r a t i o n .  

Within  each of t hese  modes the re  may b e   f u r t h e r  modes to  consider.   For  example,  

f a i l u r e  of a power supply  during  operat ion may be  evidenced by e i t h e r  no  output 
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vol tage ,   loss   o f   vo l tage   regula t ion ,   f requency   ou t  of t o l e rance ,   o r   excess ive   vo l t age  

imbalance  between  different  phases.  

The only  a id   provided by a computer i n  the f a i l u r e  mode po r t ion  of t h e   a n a l y s i s  

is that   of  record  keeping  to  el iminate  manual  drudgery.   This  role becomes  more u s e f u l  

when the  records  can  be  used as i n p u t   t o   t h e   f a i l u r e   e f f e c t s   a n a l y s i s ,  which p o t e n t i a l l y  

l e n d s   i t s e l f   t o  more  computer a s s i s t ance .  

The use   o f   t he   compute r   i n   t he   f a i lu re   e f f ec t s   po r t ion  of t h e   a n a l y s i s  is 

p r imar i ly   i n   t he   ro l e   o f   func t ion   eva lua t ion   u s ing   pe r fo rmance  models t o  compute 

changes i n  performance  due  to   par t icular   fa i lure  modes. For  example, cons ide ra t ions  

of f a t i g u e   f a i l u r e  of a p a r t i c u l a r   s t r u c t u r a l  member w i l l  n o t   a l t e r   t h e   b a s i c   f o r m  

o f   t he   s t i f fnes s   ma t r ix   bu t  w i l l  modify  the  value  of  certain  parameters.  Upon sub- 

s t i t u t i n g   t h e   m o d i f i e d   v a l u e s   i n t o   t h e  computer  program f o r   s o l v i n g   t h e s e   s t r u c t u r a l  

equat ions,   the   computer   can  be  used  to   evaluate   the  effect .  

It is possible   to   extend  cer ta in   performance  evaluat ion  programs  to   automatical ly  

p e r f o r m   t h e s e   c a l c u l a t i o n s   f o r   a l l   f a i l u r e  modes t o   b e   i n v e s t i g a t e d .  The NET-I network 

a n a l y s i s  program  [Ref. 6-11 does   th i s  upon input   reques t   for  a l imi t ed  number of ab- 

normal modes o f   c i r c u i t   v o l t a g e   s u p p l i e s  and p r in t s   ou t   t he   va lue   o f   c i r cu i t   pe r fo r -  

mance parameters  for  each. NET-I does   no t   au tomat ica l ly   cons ider   fa i lure  modes such 

as s h o r t s  and  opens of c i r c u i t  components; i n v e s t i g a t i o n  of t hese  would r e q u i r e  

manual ly   se t t ing  up  a new r u n   t o   b e  made for   each  mode. 

Most c i r c u i t   a n a l y s i s  programs  e.g., ECAP which accept  a topo log ica l   i npu t  

d e s c r i p t i o n   o f   t h e   c i r c u i t  and syn thes i ze   t he   c i r cu i t   equa t ions   can   be   u sed   t o   eva lua te  

f a i l u r e   e f f e c t s ,   b u t  computer  run t i m e  can become excess ive   s ince   the   c i rcu i t   equa t ions  

may have to   be   gene ra t ed   aga in   fo r   each   run .   Spec i fy ing   an   ex t r eme   f a i lu re  mode such 

as an  open o r  a shor t   o f  a  component essent ia l ly   changes   the   c i rcu i t   conf igura t ion  

and a completely new s o l u t i o n  is required.  A useful   approximation  to  open o r   s h o r t  

f a i lu re s   o f t en   u sed  i s  to   ma in ta in   t he  same c i r c u i t   c o n f i g u r a t i o n  and  merely  use 

extremely  high  or  low va lues   o f   pa r t   pa rame te r s   t o   s imu la t e   f a i lu re s .   Fo r  example, 

an ext remely   h igh   capac i tance   va lue   can   e f fec t ive ly   s imula te  a s h o r t  of a capac i to r  

f o r  AC ana lys i s   bu t   does   no t   have   the  same e f f e c t  on c i r cu i t   equa t ions  as does a 

s h o r t .  

The AMAP (Automated F a i l u r e  Mode Analysis Program) c i r c u i t   a n a l y s i s  program 

[Ref. 6-21 is one   program  which   au tomates   the   fa i lure   e f fec t   ana lys i s   for   dc   c i rcu i t s .  

It r epea ted ly   so lves   t he   c i r cu i t   equa t ions ,  computing  and p r i n t i n g   c i r c u i t  node 

v o l t a g e s ,   f o r   f a i l u r e  modes such as open  and s h o r t   f o r   p a r t s  and s h o r t s  between a l l  

node   pa i r s .  As d e s c r i b e d   i n   t h e   r e f e r e n c e ,  AMAP i nc ludes   on ly   r e s i s to r s ,   d iodes ,  

t r a n s i s t o r s ,  power s u p p l i e s  and  nodes.  This  automated  approach t o   f a i l u r e   e f f e c t s  
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ana lys i s   can   ca r ry   ove r   e f f ec t ive ly   i n   o the r   t ypes   o f   sys t ems   such  as s t r u c t u r e s  and 

propulsion,  but  no  programs are known which  provide  these  capabi l i t ies .  

A s  mentioned earlier, t h e r e  is a p r a c t i c a l  l i m i t  t o   t h e  number o f   f a i l u r e  modes 

of  each component o r  material than  can  be  considered,  even  with  computers. A s  a 

r e s u l t ,  most f a i l u r e   e f f e c t s   a n a l y s e s  are l i m i t e d   t o   f i r s t - o r d e r   e f f e c t s ,  i . e . ,  t o  

cons ide r ing   t he   e f f ec t  of a s i n g l e   f a i l u r e  mode of  one  component a t  a time and  ignoring 

combinations. The A" program  does  include  second  order  effects  to a l imi t ed   ex ten t ,  

including  open  and  short   combinations  between  different  terminal  pairs  of a t r a n s i s t o r .  

One of the  major  uses  of  the  outputs of FMEA is  i d e n t i f i c a t i o n  of t h e  models 

for   ind iv idua l   e lements   to   be   used   in  a r e l i ab i l i t y   p red ic t ion   ana lys i s .   Fo r   example ,  , 

the   resu l t s   can   be   used   to   dec ide   whether  a s h o r t   o r  a pa r t i cu la r   r e s i s to r   shou ld   be  

inc luded   i n   t he   p red ic t ion  as a f a i lu re   o r   success fu l   ope ra t ion .   Ano the r   u se  is t o  

a i d   i n   d e t e r m i n i n g   i f   t h e r e  are any o v e r s t r e s s   c o n d i t i o n s  on c i r c u i t   p a r t s .  The 

i d e n t i f i c a t i o n  of f a i l u r e   e f f e c t s   a l s o   a s s i s t s   i n   c o m p i l i n g  a f a i l u r e   d i c t i o n a r y   t o  

be  used i n   f a u l t   d i a g n o s i s  and test  p o i n t   a l l o c a t i o n .  

Another  approach t o  FMEA is  to   apply   the   above   procedure   in   reverse ,  i . e . ,  t o  

de f ine  a degraded   or   fa i led  mode of  the  system and look   for   those  component  and 

material f a i l u r e s   t h a t   c a n   c a u s e  i t .  The approach i s  employed mainly  for   s tudying 

the  mission  sequences  of   funct ions  for   large  systems.  I n  this   approach  the ex- 

c i ta t ion   o r   "ca l l ing-up"   o f  a function  depends on the  mode of opera t ion  of a 

f u n c t i o n   i n  a p r i o r  time i n t e r v a l .   T y p i c a l l y   t h e r e  i s  only  one  path  through  the 

network  for  normal  operation. Any o the r   pa th   co r re sponds   t o   deg rada t ion   o r   f a i lu re  

Figure 6-1. Fixed  System  with Redundancy 
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and w i l l  e x c i t e   f u n c t i o n s  which  cause  the  mission  to   be  aborted,   fa i led,   or   completed 

i n  a degraded mode. Thus given a p a r t i c u l a r  outcome o r   t e rmina t ing  mode € o r   t h e  

system,  the  analysis  can  search  out  those  event  combinations  that   can  lead  to it. 

A th i rd   approach   to  FMEA is usefu l   for   sys tems  wi th   f ixed   conf igura t ions  and 

containing  extensive  redundancy.  Consider  the  conventional  system  logic  diagram shown 

i n  Fig.  6-1. A f i r s t -o rde r  FMEA performed  from t h i s  diagram is t r i v i a l   s i n c e  i t  was 

requi red   p r ior   to   d iagram  cons t ruc t ion  anyway. A second-order FMEA shows t h a t  com- 

binat ions  such as elements A and B and  elements D ,  F, and H cause   sys tem  fa i lure .  

When the  redundancy  gets  very  complex,  the  computer  can assist in   performing  the 

higher-order FMEA. 
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7. R e l i a b i l i t y   P r e d i c t i o n  

A b a s i c   d e f i n i t i o n   o f   t h e   r e l i a b i l i t y  of an equipment is  t h e   p r o b a b i l i t y   t h a t   t h e  

equipment  successfully  performs i t s  in t ended   func t ion   fo r  a s p e c i f i e d   d u r a t i o n . w h i l e  

opera t ing   under   cer ta in   envi ronmenta l   condi t ions .   Rel iab i l i ty   p red ic t ion  is t h e   p r a c t i c e  

of using  mathematical   models  to estimate th i s   p robab i l i t y   o r   r e l a t ed   measu res   such  as 

p r o b a b i l i t y   o f   f a i l u r e ,   l i f e   d i s t r i b u t i o n s ,   o r   m e a n - t i m e - t o - f a i l u r e .   I n   a d d i t i o n   t o  

t h e s e  estimates o f   s y s t e m   r e l i a b i l i t y   a l o n e ,   p r e d i c t i o n   o f  more complex  measures  of 

sys t em  wor th   r e l a t ed   t o   r e l i ab i l i t y   can   be  made. For  example, i t  may be   des i red   to  

op t imize   sys t em  r e l i ab i l i t y   unde r   cos t ' cons t r a in t s ;  a computer  program  which  accomplishes 

th i s   op t imiza t ion  i s  d i scussed   l a t e r .   Ra re ly   a r e   t he   mode l s   o r  statistics s u f f i c i e n t  

to   ob ta in   an   es t imate   wi th   suf f ic ien t   accuracy   to   have   meaning   in   the   absolu te   sense .  

However, t h e   r e s u l t s  do frequent ly   have meaning a s  a b a s i s   f o r   s e l e c t i n g   t h e   b e s t  of 

severa l   candida te   des igns ,  and t h e   p r a c t i c e  of p r e d i c t i n g   s y s t e m   r e l i a b i l i t y  i s  now 

found i n  almost a l l  system  development  programs. 

Models  and t e c h n i q u e s   f o r   p r e d i c t i o n   a r e   d e s c r i b e d   i n  Vol. I V  - P r e d i c t i o n  of 

t h i s   s e r i e s ;  we here  emphasize  the  automation  of  the  prediction  analyses.  

R e l i a b i l i t y   p r e d i c t i o n s  are performed  both on i n d i v i d u a l  items and  on t h e  combina- 

t i o n s  of items forming  higher  levels  of  assembly up t o  and   inc luding   the   l a rges t  of 

systems.   For   individual  items t h e   a n a l y s i s  i s  usua l ly  so simple as to   have  no  need 

f o r  a computer.  Computers  do f i n d   c o n s i d e r a b l e   a p p l i c a t i o n   i n   t h e   a n a l y s i s   f o r  com- 

bined items. 

The common b a s i s   f o r  a l l  r e l i a b i l i t y   p r e d i c t i o n s  is t h e   l o g i c  which d e f i n e s   t h e  

events   o f   in te res t .   This   log ic   compr ises   the   sys tem  model ;   no t   surpr i s ing ly  i t  is  

c a l l e d   t h e   p r e d i c t i o n  model. The event  of  the  system  being  in a p a r t i c u l a r   s t a t e  

( i n   s i m p l e s t   f o r m   t h e   s t a t e  i s  e i t h e r   s u c c e s s   o r   f a i l u r e )  is the  logic   combinat ion 

of   o ther   events   assoc ia ted   wi th  states of   system  subassemblies ,   inputs   to   the  system, 

loads on the  system,  and/or   system  environmental   condi t ions.   In   concept   the  logic  

compr is ing   the   p rec ic t ion  model  can  allow  any number o f   d i f f e r e n t  states of a p a r t ;  

most analyses  of. complex  equipment  employ s i m p l e  two-state  models  (success  vs. 

f a i l u r e )   t o  limit analysis   complexi ty .  

The bas i c   f l ow  o f   p rocedures   i n   r e l i ab i l i t y   p red ic t ion  is  shown i n  Fig.  7-1. 

A major  milestone is t h e   p r e d i c t i o n  model,  from  which e i t h e r   o f  two basic  approaches 

may be  fol lowed.   The  approach  i l lustrated by the   uppe r   pa th   l eads   t o  a p red ic t ion  

equat ion  which  expresses   the  probabi l i ty   of   system  success   or  a re la ted  measure as 

a func t ion   of   ind iv idua l   e lement   p robabi l i t i es .  One of t he   s imp les t   ro l e s  of com- 

p u t e r s   i n   r e l i a b i l i t y   p r e d i c t i o n  is to  use  such  an  equat ion programmed f o r   e s t i m a t i n g  

s y s t e m   p r o b a b i l i t i e s  and  computing s e n s i t i v i t i e s  of   sys tem  probabi l i t i es   to   changes  
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Figure 7-1. Re l i ab i l i t y   P red ic t ion .   P rocess  

in   p robab i l i t i e s   o f   subsys t em  even t s .   Th i s  i s  espec ia l ly   appropr ia te  when the  pre-  

d ic t ion   equat ion  is derived  manually and is too  complex  for  manual  solution. A 

computer   appl icat ion  which  implements   the  lower  path  in   the  f igure is the   u se   o f   t he  

p red ic t ion  model for   s imula t ing   the   sys tem by Monte Carlo  methods, to  estimate t h e  

p robab i l i t y  of system  success   or   other   re l iabi l i ty   parameters .   Computers   a lso  can 

be  used  to  cover  various  combinations of t h e   s t e p s   i l l u s t r a t e d   i n   t h e   f i g u r e .  

7 . 1  Developing t h e   P r e d i c t i o n  Model 

A p r e r e q u i s i t e   t o   t h e   p r e d i c t i o n   a n a l y s i s  is a p re l imina ry   ana lys i s  of the  equip-  

ment  and its o p e r a t i o n a l   p r o f i l e   t o   e s t a b l i s h   m i s s i o n   f u n c t i o n s ,   o p e r a t i n g  times and 

sequences,  and  environments. A f a i l u r e  modes and e f f e c t s   a n a l y s i s  as descr ibed earlier 

i s  an impor tan t   par t  of t he   p re l imina ry   ana lys i s ,   pa r t i cu la r ly   fo r  complex systems. 

An output  of t h e  FMEA is ident i f ica t ion   of   the   log ic   models   to   be   used   to   s ing le   e lements  

i n   t h e  model f o r   t h e   p r e d i c t i o n   a n a l y s i s ,  which is next   es tab l i shed .  The goa l  is t o  

ob ta in  a log ic   representa t ion   which  relates r e l i a b i l i t y   e v e n t s  of i n t e re s t   ( such  as 

sys t em  success )   t o   t he   even t s   t ha t   cause  them. This   logic   can  be  developed  in  two 

p r i n c i p a l  ways as described  below. 

When a system is  a f ixed   conf igu ra t ion   o r  when the  event  of  system  success  during 

a par t icu lar   phase   o f   sys tem  opera t ion  is concerned  only  with  the  f ixed  system 
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configuration  which exis ts  du r ing   t h i s   phase ,  a log ic   d iagram is constructed  which 

t y p i c a l l y  reveals t h e   v a r i o u s   l o g i c   e l e m e n t s   o p e r a t i n g   i n  series o r   p a r a l l e l .   T h i s  

diagram  usual ly  is der ived  manual ly   f rom  funct ional   diagrams,   schematics ,   special  

analyses,  and  general  knowledge of system  operat ion.  Forms o f   l o g i c   r e l a t i o n s h i p s  

tha t   can   be   u sed   i n   p red ic t ion   mode l s  are se r i e s -pa ra l l e l   d i ag rams ,  tree diagrams, 

t r u t h   t a b l e s ,  and  state-space  diagrams.  Although  computers are no t   su i t ed   t o   p roduc ing  

t h e   p r e d i c t i o n  model i t s e l f ,   t h e y   c a n   a s s i s t   i n   p e r f o r m i n g   c e r t a i n  of the   ana lyses  re- 

qui red   to   de te rmine   what   the   re l iab i l i ty   log ic   d iagram  should   be ;   for   example ,   the  

ECAP program  descr ibed  ear l ier   can  be  used  in  FMEA. 

The second  direction  in  which  the  model-building  can  proceed i s  t o   e s t a b l i s h   t h e  

log ic   r equ i r ed   t o   ana lyze   t he   t o t a l   sys t em  th roughou t   t he   t o t a l   ope ra t iona l   p ro f i l e  

where the  system  configuration  or  the  environment  (or  both)  can  be  changing. The 

l o g i c  must  then re la te  t h e   r e l i a b i l i t y   e v e n t s   t h a t   o c c u r   i n   s e q u e n c e ,   w h e r e   e a c h  

event may represent  some c h a r a c t e r i s t i c  of   overa l l   func t iona l   opera t ion   of  a d i f f e r e n t  

system  configurat ion.   This   type  of   representat ion  leads t o  a cornbined func t iona l   and  

l o g i c  mode; t h i s   t y p e  of  model w i l l  be   ca l led   an   event   sequence   pred ic t ion   nodel .  The 

devdopuient   of   this  ccuikined  diagram  generally i s  done  manually. 

An extens ion   of   the   f i r s t   approach   to   deve loping  a p r e d i c t i o n  model is t o  consid.er 

t h e   s y s t e m   r e p a i r a b l e  so  t h a t   d i f f e r e n t  states may be   in t roduced .   This   l eads   to   the  

state-space  diagram  approach,  but  here  again,   the  model-building  task i s  pr imar i ly  

a manual  one. 

A l l  of   the   above  approaches  to   predict ion  model ing are d e s c r i b e d   i n   d e t a i l   i n  

vol .  I V  - P r e d i c t i o n   o f   t h i s  series. 

7.2 Making t h e   R e l i a b i l i t y   P r e d i c t i o n  

It i s  noted   here   tha t   the   p red ic t ion   computa t ions  are u s u a l l y  of the   s impler  

types , i . e . ,   fa i lures   o f   ind iv idua l   e lements   a re  assumed independent ,   and   the   fa i lure  

p r o b a b i l i t i e s  of t h e   i n d i v i d u a l   e l e m e n t s   a r e  combined a c c o r d i n g   t o   t h e  s i m p l e  s e r i e s  

and p a r a l l e l   l o g i c   f o r  a f ixed   conf igura t ion .  An ind iv idua l   e lement   p robabi l i ty  is 

typica l ly   expressed  as a d i s c r e t e   p r o b a b i l i t y   o r  as a f a i l u r e  rate with  an  adjustment 

f a c t o r   ( c a l l e d  a K fac tor )   based  on the  environment. 

Hav ing   de r ived   t he   r e l i ab i l i t y   p red ic t ion  model, i ts  u s e  depends  on  the  approach 

t a k e n   f o r   p r e d i c t i o n .  One much-used approach is (1 )   de r ive  a Boolean a l g e b r a i c  ex- 

p re s s ion   r e l a t ing   t he   even t s ,  ( 2 )  apply  the  fundamental  l a w s  of p r o b a b i l i t y   t o   t h i s  

expres s ion   t o   ge t  a pred ic t ion   equat ion   which 'expresses   the   p robabi l i ty   o f   the   ou t -  

come e v e n t s   i n  terms of t h e   p r o b a b i l i t i e s  of t he   i nd iv idua l   even t s ,  and (3)  apply 

the   p red ic t ion   equa t ion   v i a   t he   compute r .  
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Another  approach  used  frequently is t o   u s e   t h e   p r e d i c t i o n  model as a b a s i s   f o r  

Monte Carlo  s imulatfon  of   the  system.  This   requires   ass igning  appropriate  numbers 

to   represent   the   p robabi l i t i es   o f   each   event .   For   example   in   F ig .  7-2, the   event  A 

(which is  the  event   that   e lement  A works) i s  a s s igned   p robab i l i t y  P(A) = 0.68 and 

event  x ( the  complement  of A or   the   event   tha t   e lement  A does  not   work) ,   probabi l i ty  b 

P (x)= 1-P(A) = 0.32. The comp.uter then starts a pa th   s ea rch ing   p rocess   s t a r t i ng   w i th  

element A. A random  number between 0 and 1 is obtained  from a random number genera tor  

rout ine .  The  computer i s  programmed to  sequence  to   e lement  B i f   t h e  number is less 

than 0.68 an8 to   e lement  D i f   g r e a t e r   t h a n  0.68. Whichever  element is ca l l ed  up is 

t r e a t e d   i n   l i k e  manner us ing   t he   appropr i a t e ly   a s s igned   p robab i l i t i e s   fo r   t he   even t s  

assoc ia ted   wi th   the   e lements ,  and thence  through  the  network. When a te rmina l   event ,  

e i t h e r  H o r  G i n   t h i s   c a s e ,  i s  reached i t  is  mere ly   t a l l i ed  as a h i t .  Repeated trials 

of th i s   p rocedure ,   s ta r t ing   each  time from  element A, w i l l  y i e l d   s c o r e s   f o r  a l l  poss ib le  

outcomes.  With  enough r u n s ,   t h e   r a t i o  of t he  t a l l y  f o r  a p a r t i c u l a r  outcome t o   t h e  

t o t a l  number of trails w i l l  provide  an  es t imate  of t h e   p r o b a b i l i t y  of t h e   p a r t i c u l a r  

outcome  occurr ing.   The  val idi ty   of   this   es t imate   depends  on  the  val idi ty  of t he  

numbers represent ing  the  probabi l i ty   of   occurrence  of   each  event .   This   approach i s  

w e l l  s u i t e d   t o  complex systems  where  system  events  occur i n  sequence and may represent  

d i f f e ren t   sys t em  conf igu ra t ions .  

Figure 7-2. A Simple  Predict ion Model 
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A s  nored earlier, it i s  p o s s i b l e   t o   i n c l u d e  more  than two states for   each  e lement  

used i n  t h e  model.  For  example, in   addi t ion   to   cons ider ing   on ly   nominal   and  excess 

p res su re   i n   boos t e r   eng ines  as events   l ead ing   to   normal   l aunch   opera t ion  and escape 

tower   rocke t   ign i t ion   respec t ive ly ,  low engine  pressure  might   be  another  state,  

causing  engine  shutdown. The only l i m i t  on  complexity  of  the  prediction model is 

computer s i z e  and  acceptable  computing time. However, logic   diagrams  that   appear  

s imple   can   be   decep t ive   i n   t he  amount of  computing time they   requi re   in   per forming  

the   pa th   s ea rch ing  . Simulation  of complex systems is a lways   cos t ly ,  and when many 

outcomes are p o s s i b l e  i t  may take  hundteds  of   runs  to   real ize   each a t  least  once. 

Checking  out a program  of t h i s   t y p e  is d i f f icu l t   because   d i screpancies   can   be   due  

e i t h e r   t o   s y s t e m   l o g i c   o r   t o   t h e  program.  The gu id ing   ru l e   he re  i s  t o  start  s imple,  

w i t h   o n l y   s e v e r a l   e l e m e n t s   t o   r e p r e s e n t   t h e   t o t a l   s y s t e m ,  and  expand to   i nc lude  more 

l o g i c   d e t a i l  as requi red .  

7.3 R e l i a b i l i t y   P r e d i c t i o n  Programs 

Numerous computer  programs fo r   r e l i ab i l i t y   p red ic t ion   have   been   desc r ibed   i n   t he  

l i t e r a t u r e   [ R e f s .  7-1 t o  7-14] ;   re la t ive ly  l i t t l e  is known a b o u t   t h e i r   a v a i l a b i l i t y  

and s u i t a b i l i t y .   T a b l e  7-1 l i s ts  some of these programs. Two r e l i a b i l i t y   p r e d i c t i o n  

programs  have  been  developed in   connec t ion   wi th   th i s   repor t   p repara t ion .   These   p ro-  

grams  with  examples  of  their  uses are discussed.  

7.3.1 A Computer Program f o r  System R e l i a b i l i t y  

One of t h e   d i f f i c u l t i e s   a s s o c i a t e d   w i t h   o b t a i n i n g   r e l i a b i l i t y  estimates f o r  

complex systems is t h a t  of eva lua t ing   prec ise ly  a prediction  equation  which  expresses 

a l l  poss ib l e   even t s   o f   i n t e re s t .  One  way t o   a l l e v i a t e   t h i s   d i f f i c u l t y  is t o   o b t a i n  

predict ion  equat ions  which  provide  bounds  on  the  system  rel iabi l i ty   ra ther   than  the 

r e l i a b i l i t y   i t s e l f .  A method f o r   d o i n g   t h i s ,  on which t h e  computer  program  given i n  

Appendix B and  discussed  below is based, i s  developed i n  Vol. I V  - Predic t ion  of t h i s  

r epor t  series. For  the  convenience  of  the  reader  that   development i s  reproduced  here. 

I n   t h e  las t  few  years  several   papers  have  been  writ ten on the   sub jec t  of relia- 

bil i ty  approximations  and  bounds by using  the  concepts   of   success   paths   (or  t i e  s e t s )  

and  cut sets. Further  discussion  of  bounds  and  approximations are given by Messinger 

[Ref.  7-15]. A few  of t h e  more impor t an t   r e su l t s  are given  here .  

The success   probabi l i ty   of  a sys t em,   t yp ica l ly   ca l l ed   t he   sys t em  r e l i ab i l i t y ,  is 

def ined as t h e   p r o b a b i l i t y   o f   s u c c e s s f u l   f u n c t i o n  of a l l  of   the  e lements   in  a t  least 

one t i e  set  o r   t h e   p r o b a b i l i t y   t h a t  a l l  cu t  sets are good. A t i e  set or   success   pa th  

is a d i rec ted   pa th   f rom  input   to   ou tput  as ind ica t ed   i n   t he   s imp le   sys t em  in   F ig .  7-3. 

The t i e  sets o r   success   pa ths  are 2 ,  5; 1, 3 ,  5; and 1, 4 ,  5, respec t ive ly .  A cut 

"- 

- set is a set  of e l emen t s   wh ich   l i t e r a l ly   cu t s  a l l  success   pa ths   o r  t i e  sets. One 
is  normal ly   in te res ted   in   the   min imal   cu t  set; i. e., t h e  smallest o r  minimal set 

70 



Program  Code 

CRAM 

RESCRIPT 

RP-RI 

RP-LG 

Rp-MEL 

RP-G 

RP-MB 

RP-AF 

SOAR-I1 

RAPID 

ARM4 

RP-NAA 

SFRS-W 

Rbl4-SBC 

R1116-SBC 

MARS EP 

Table  7-1 

Programs  in  the  Reliability  Prediction  Area 

Program Description 

- Computerized  Reliability  Assessment  Method 

Not  a  specific  program  but a reliability-oriented 
programming  language  for  prediction 

- Reliability  Prediction  of  systems  by  combining 
failure  rates 

- Reliability  Prediction of systems by  combining 
failure  rates 
- Reliability  Prediction  of  systems  by  programmed 
prediction  equation 

- Reliability  Prediction  and  Crew  Safety  Analysis 
for  complex  aerospace  systems  from  input  logic 
models 

- Reliability  Prediction  program  for  computing  mission 
success  and  crew  safety  for  Gemini  Launch  Vehicle; 
prediction  equations  required 

- Reliability.Prediction .ly simulation 
Special  purpose  program  for  prediction  of  Apollo 
mission  success  by  simulation 

- Reliability  Analysis  and  Erediction  Independent 

- Automatic  Reliability  Mathematical  Model 

- Reliability  Erediction  of  space  vehicle  by 

of  Distributions 

Monte  Carlo  simulation 

- Simulation of Failure-Responsive  Systems 

- Reliability  program;  computer  success  probability 
several  components;  different  distributions;  in- 
cludes  correlation  between  lifetimes 

Reliability  program;  computer  system  reliability 
estimates of components 

- Mathematical  Automated  Reliability  and  Safety 
- Evaluation  Program 

Organizations(0riginator 
or  User/Sponsor) 

ARINCINASA 
Computer  Concepts, kc./? 

Radiation  Inc. /? 

- Lockheed-Georgia/? 

- Marine  Engineering  Lab. 

- GrummanINASA 

- Martin-Baltimore/? 

- Air Force Institute  of 
Technology 

GE-Tempo/NASA 

Lear  Siegler/NASA 

NAA/? 

- NAA/NASA 

- Westinghouse/NASA 
- Service  Bureau  gorp. 

- Service  Bureau corp. 
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E q u i v a l e n t l y   t h e   u n r e l i a b i l i t y  is expressed as 

1 - R = P{fl * 

o r  

1 - R = PIE1 + 

The  above are exact  formulas 

can  be  obtained by u s i n g   t h e  

R = PIT1 + 

- 
T~ . . . T I= P i a l l  t i e  sets are bad) I (7-3) 

c2 . . . + E I= P t a t  least  one  cut  set is bad}. J (7-4) 

f o r   t h e   s y s t e m   r e l i a b i l i t y   a n d   u n r e l i a b i l i t y .  Bounds 

b a s i c   p r o b a b i l i s t i c   i n e q u a l i t i e s   g i v e n  below. 

T2 + .. . + TI) 5 E PITi), (7-5) 

R = PITl + T2 + ... + TI) 2 E PETi) - E P{T. T .  },etc. (7-6) 
i c i  1 2  I1 I 2  

Thus an upper  and a bound %1 lower bound R,l t o .   t h e   r e l i a b i l i t y  are r e spec t ive ly  

E$,l = E P{Til 

IiLl = E PITi) - E PITi  Ti 1 . 
i <i 1 2  1 2  

I n   t h e  same manner another  upper bound is obtained, 

= C PITi } - E PIT. T .  1 + 
1 i <i 1 2  I1 I2  

The summations are over a l l  possible  combination  of 

3 at-a-time, e t c .  

S i m i l a r l y   t h e   i n e q u a l i t i e s  (7-5) and (7-6) can 

of t h e   e q u a t i o n   f o r   u n r e l i a b i l i t y  (7-4) t o   o b t a i n  

1 - R 2 EPt-6 1 
j 

o r  

R 2 1 - EPEE 1 = R,2 
j 

and by us ing  two terms 

R 2 1 - EPtc.1 + E P{c. C .  1 
J j  l<j J1 J 2  

(7-7) 

(7-8) 

I L 3  

t he   subsc r ip t s   t aken  2 at-a-time, 

b e  app l i ed  t o  the   cu t - se t  form 

(7-10) 

= Rv3 (7-11) 

Example: Cons ide r   t he   r e l i ab i l i t y   g raph   g iven   i n  Fig.7-3. Assume independence  between 

items and l e t  the   p robab i l i t i e s   o f   success   fo r   each  of t h e  items be p1 = 0.93,  p2 = 

0.86, p3 = 0.92,  p4 = 0.95, p5 = 0.98.  The p r o b a b i l i t i e s   f o r   t h e  t ies and c u t s  are 

as follows : 
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PIT1) = P(2 5 )  = 0.8428 

and 

P ic2 )  = 1 - P(2 3 41 = 1 - 0.00056 = 0.99944 
-“ 

Upper  and lower  bounds f o r   t h e   r e l i a b i l i t y   a r e   g i v e n  by using Eqs. (7-7), (7-8), 

(7 -9 ) ,  (7-lo),  and ( 7 - l l ) ,  r e spec t ive ly ,  

Rvl = P{Ti) > 1 (no t   u se fu l   a s  2 1 . )  

E$l = 0.843 + 0.838 + 0.866 - P I 1  2  3 5 )  - P ( l  2  4 5) - P(1  3 4 5 )  

= 0.2848 

%2 = 0.2848 + 0.6850 = 0.9698 = R (Th i s   r e su l t   shou ld   be   equa l   t o  

t h e   s y s t e m   r e l i a b i l i t y )  

%2 = 1 - P{E.I = 1 - 0.03036  0.96964 
J 

Rv3 = 1 - 03036 + 0.00024 = 0.96988. 

As s t a t e d  by Messinger  [Ref.7-15]  the  bounds  based on t h e   c u t s  sets a r e   b e s t   i n  

t h e   h i g h   r e l i a b i l i t y   r e g i o n  and those  based on t h e  t i e  sets are b e s t   i n   t h e  low 

r e l i a b i l i t y   r e g i o n .  Hence t h e  bounds 1$2 and RV3 a r e   t h e   p r e f e r r e d  bounds i n   t h e  

above  example a n d . %   i n   t h i s   c a s e   s a v e s  no  computation as i t  i s  the   exac t   p robab i l i t y  

of system  success,  as the re   a r e   on ly   t h ree  t i e  sets and t h e  bound uses   a l l   combina t ions  

of t i e  sets up t o  and inc luding   th ree  sets. 

2 

I n  more general   problems  in   which  there  are J c u t  sets t h e  number of terms t o  

be   ob ta ined   in   the   lower  and  upper  bounds  computations a r e  J and  J(J-1)/2  respectively.  

This i s  compared t o  2 -1 terms obtained by expanding  e i ther  Eq. (7-1) o r  (7-4) using 

t i e  sets o r   c u t  sets re spec t ive ly .  

Program Descript ion 

J 

The  bounds fo r   sys t em  r e l i ab i l i t y ,   p rev ious ly   d i scussed ,   a r e   ob ta ined  from cal- 

culat ions  which are based  on  cut sets. This  program  calculates  upper and  lower  bounds 
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us ing   t he   p robab i l i t i e s   o f   success  of each item in   t he   sys t em.  The program is w r i t t e n  

i n  FORTRAN. A flow  diagram is g iven   i n   F ig .  7-4;a  program l i s t i n g  is i n  Appendix B. 
I n p u t   s i m p l i c i t y  is one   of   the   fea tures  of t h i s  program.  The  user  need  only 

supply   the   success   p robabi l i t i es   and  a precedence list f o r   e a c h  item in   the   sys tem.  

The precedence i s  es t ab l i shed  by feeding   to   the   computer   v ia   cards  a list of items 

r e s p o n s i b l e   t o   t h e   i - t h  item. Table 7-2 shows an example  corresponding  to  the relia- 

b i l i t y   l o g i c   d i a g r a m   i n   F i g .  7-3. 

The algori thm is not  complex,  but is r a t h e r  a series of  simple  steps.   These 

s t e p s   i n   o r d e r  are: read  the  precedence list,  develop  the t i e  sets, develop  the 

cu t  sets, and c a l c u l a t e   t h e  bounds. 

The precedence list is conver ted   to   the   success   pa ths   o r  t i e  sets by a subrout ine  

c a l l e d  PATH. The arguments are: N,  number of items in  the  system; NP, number of 

success  paths  found; IP, t he   a r r ay   o f   t he   success   pa ths .  The precedence list is read  

by t h e  PATH subrout ine;  i ts format is discussed  under   the  input   descr ipt ion.   After  

be ing   pr in ted   the   pa ths  are converted  to  a Boolean a r r a y  of zeros  and ones,and  the 

cu t  sets are developed by the  procedure  given  below. When t h e   c u t  sets are a v a i l a b l e  

t h e  bounds are ca lcu la ted  by a procedure in Ref. 7-15. 

Generation  of Cut S e t s  

* 

A simple  procedure  using  Boolean  logic is used  for   obtaining a ma t r ix   i den t i fy ing  

the  minimal   cuts  of the  system  from  one  containing  the  paths.  L e t  t he   pa th   ma t r ix   be  

Table 7-2 

Precedence L i s t  f o r  Program  Input 

ITEM 

1 

2 

3 

4 

5 

OUT 

PREDECESSORS 

IN 

IN 

1 

1 

2 ,  3 ,  4 

5 

CARD CODE 

-1 

-1 

1 

1 

2 ,  3, 4 

20 

* 
This   a lgori thm w a s  obtained  from  Naval  Applied  Science  Labs of  Brooklyn, N. Y. 
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Read t h e  number of  elements  and  the  pro- 
ab i l i t v   o f   success   o f   each  

Comment: The paths   are   determined 
by element number i n   r e v e r s e   o r d e r ;  
t h e r e f o r e ,   t h e  program c o r r e c t s   t h e  
order   for   ou tput   purposes  and  forms 
a Boolean  matrix  whereby  the  paths 
a r e   t h e  rows. 

l ist for   each  e lement  
and  determine  the 
p a t h s   i n  an a r r ay  
c a l l e d  IP 

I 
Do 'a matr ix  
"mult ipl icat ion" 
us ing   t he   l og ica l  
"OR" s t a t emen t   t o  

- -- - - Return 

c a l c u l a t e  IP? 

Determine  the s i m p l e  
and  double  element 
c u t s  by looking at  
IPP  a r r ay  

Determine t r i p l e  
element  cuts by 
performing  the 
"OR" operat ion 
on a l l   p o s s i b l e  
t r i p l e  products 

s t a r t i n g   w i t h   l o w e r  

Figure 7-4. Flow Diagram f o r  Computer  Program--Bounds f o r   R e l i a b i l i t y .  
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P =  

1 0 1 0 1  

0 1 0 0 1  

1 0 0 1 1  

where the   pa ths  are p1 = 1, 3 ,  5 ;  p2 = 2 ,  5 ;  and p = 1, 4 ,  5 ,  respec t ive ly .  Now 
cons ider   the  column vec tors  1, 0, 1; 0, 1, 0; etc. of the   pa th   mat r ix  P. For a 

s ing le   e l emen t   t o   be  a c u t ,  i t  must  be i n  each  path; i. e., its column v e c t o r   i n  P 

must   be   the   un i t   vec tor  (1, 1, 1). Note that   e lement  5 is the  only  element  which i s  

con ta ined   i n  a l l  paths;   hence 5 is the   on ly   s ing le   e l emen t   cu t .   I n   gene ra l ,   i f  PC 

denotes a column vec to r  of an  n-path matrix, t h e n   f o r  

3 

the  corresponding  element c is a s ingle   e lement   cu t .   I f  P = 0 f o r  some i i n  each 

pa th   then   there  are no s ingle   e lement   cu ts  and  one  must  proceed to   l ook   fo r  two 

element  cuts. 

For two e lement   cu ts   cons ider   for  c # d 

where the  "+" i n d i c a t e s   t h e   l o g i c  sum o r   un ion .   I f  

PC + Pd = 1, f o r  a l l  i=1 ,2 , . . . ,n ,  
i i 

then  elements c and d form a two element  cut.  

This   p rocedure   cont inues   un t i l  a l l  poss ib le   cu ts   o f   o rder  1, 2 , . . . ,  n have  been 

exhaus ted   o r   un t i l   on ly   un i t   vec to r s  are obta ined   in   the   vec tor   un ions  as descr ibed.  

A t  each  s tage a l l  t he  nonminimal c u t s  are el iminated by using  the  following  approach. 

After a poss ib l e   cu t  of o rder  M has   been   ident i f ied ,  i t  is checked  against a l l  c u t s  

of   order  M-1, M - Z , . . . ,  1 by us ing   Boolean   log ic   for   in te rsec t ion ,  i .e . ,  t he  AND 

ope ra t ion ,   fo r   t he   mu l t ip l i ca t ion   o f  two v e c t o r s ;   i f   t h e   p o s s i b l e   c u t   c o n t a i n s  a 

c u t  of smaller order   the  vector   product   would  be  equal   to   the  order  of t h e  smaller 

cu t .  A l l  cu t s  are e l imina ted   fo r  which th i s   vec to r   p roduc t  as def ined is equa l   t o  

t he   o rde r  of the   smal le r   cu t .  

The  above s t eps   desc r ibe  how t h e  program i d e n t i f i e s  minimal  cuts,  even t o   t h e  

"OR" logic   used  to   form  the  vector   union.  
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Input  and  Program  Limitations 

There are t h r e e   b a s i c   i n p u t s   t o   t h e  program.  The i n p u t   v a r i a b l e s  are N, t h e  

number of items i n   t h e   s y s t e m ,  PROB, t h e   p r o b a b i l i t i e s   o f   s u c c e s s  of each item, 

IACTIV,  t h e   i - t h  item, and IPRED, the  i tem(s)  immediately  preceding  the IACTIV item. 

The l i m i t  on t h e  number, N ,  of items is 20 not   inc luding   the   end   po in ts ;   for  N 

the  format  is (15).  There is no limit on PROB; however,  each item should  have 

spec i f i ed  a probabi l i ty   o f   success ;   format  is (8E10.4). 

IACTIV and IPRED are var iables   associated  with  the  precedence list. I A C T I V  

is the  item ac t ive ly   under   cons idera t ion ,  and IPRED is  a vec to r  of items tha t   p recede  

t h e  item IACTIV. I f   t h e  item I A C T I V  is preceded by the   i npu t   po in t  IPRED is  t h e   s i n g l e  

number -1, and i f  succeeded by the   ou tput   po in t  i t  is t h e  number  20. I A C T I V  may be 

any number up through  20;  the IPRED vec to r  may have a t  most 9 numbers.  There w i l l  

be N + l  input   cards ,   one  for   each  e lement   in   the  logic   model  and  one f o r   t h e   o u t p u t  

node;  the  input  element  format i s  (1015). 

output  

The output  i s  b r i e f  and e a s i l y   r e a d .   I n p u t   p r o b a b i l i t i e s  are p r in t ed  and followed 

by t h e  t i e  sets and c u t  sets. 

S i n c e   t h e   c a l c u l a t i o n   f o r  bounds is done by adding terms t o  a series with  each 

new term r e s u l t i n g   i n  a new bound, e i ther   lower  o r  upper ,   the  bounds are given a t  

each   s tep   wi th   the   appropr ia te  l as t  term shown. For small systems  the  exact  system 

r e l i a b i l i t y  is calculated  before  the  program i s  terminated. 

Example:  The example in   F ig .  7-3 is used. 

The pa th   mat r ix  i s  given by 

P =  

1 2 3 4 5  Paths 
"-""""" 
1 0 1 0 1  1 ,3 ,5  

0 1 0 0 1  2Y5 

1 0 0 1 1  1 ,4 ,5  

and the   cu t   ma t r ix  by 

1 2 3 4 5  c u t s  

c =  

0 0 0 0 1  5 

1 1 0 0 0  1 , 2  

0 1 1 1 0  2 , 3 , 4  



The  th ree   cu ts  are thus  5;l and 2; and 2 , 3 ,  and 4. The  upper  and  lower  bounds are 

obtained as ind ica ted   in   the   p rev ious   d i scuss ion .  The program r e s u l t s  as shown i n  

Table  7-3. have  been  retyped  from  the  computer  printout.  

Table  7-3 

Bounds f o r  System R e l i a b i l i t y  Example 

CIRCUIT CONTAINS 5 ELENENTS 

ELEMENT 
NUMBER 

PROBABILITY 
OF SUCCESS 

.9300 

.8600 

.9200 

.9500 

.9800 

TIE SETS OR SUCCESS  PATHS ( 3) 

PATH  ELEMENT NUMBER5 

2 5  

1 3 5  

1 4 5  

CUT SETS ( 3) 

1 5 

2 1 2  

3 2 3 4  

LOWER BOUND IS .96964E 0 LAST TERM -30361E -1 

UPPER BOUND IS  .969883 0 LAST TERM .24641E -3 

LOWER BOUND I S  .96988E 0 LAST TERM .78407E -6 

SYSTEM RELIABILITY .98988E 0 
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w 
Figure 7-5. System  Diagram f o r  Bounds Program Example 2 

Example 2 

The system shown i n   F i g .  7-5 i s  used; i t  is  a r e l a t i v e l y  complex s e r i e s - p a r a l l e l  

network. The input   to   the   sys tem i s  a t  t h e   l e f t  of t h e   f i g u r e .  As can  be  seen  from 

t h e   f i g u r e ,   t h e r e  are many possible  success  paths  through  the  system, and  hand calcu- 

l a t i o n   o f   s y s t e m   r e l i a b i l i t y  would be a t  bes t   very   t ed ious .  The r e l i a b i l i t y  of each 

element is g iven   in   Table  7-4. A s  requi red  by the  program,  e lement   fa i lures  are 

assumed independent. The bounds  program p r in tou t   fo l lows .  A s  can  be  seen from the  

last two l i n e s  of t h e   p r i n t o u t ,   t h e  program  has bounded the   sys t em  r e l i ab i l i t y .   S ince  

the  upper  and  lower  bounds  have  converged  to  the same value,   0.97726,  this  value is 

the   sys tem  re l iab i l i ty   to   5 -p lace   accuracy .  

Table 7-4 

R e l i a b i l i t i e s  of  Elements i n   F i g .  7-5 

E l .  No. 1 2 3 4 5 6 7 8 9 10 11 12  13 1 4  15  16 

R e l .  .80 .80 .90  .85  .75  .87  -82  .82  .89 .88 .85 .85 .85  .75  .70  .70 
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Table 7-5 

Program Pr in tout   for  Example 2 

B Q U N ' . J S  F U N  S Y S T E M  K ~ L I A B I L I I Y  

C I H C U I T  C O N T A I N >  16 E L E H t N T S  

1 
2 
3 
4 
5 
6 

8 
9 

10 
11 
12 
13 
14 
15 
16 

i 

P H O B A & I L I T Y  
(iF SUCCESS 

.8000 

. m o o  

.9oao 
, 0 5 0 0  
.7500 
.8700  
,8200 
.8200 

8900  
,8800 
,8500  
,8500 
.8501r 
.7bOU 
.7LiOb 
.7000  

1 1 4 7 9 11 
2 1 4 7 9 12 
3 1 4 7 9 13 
4 1 4 14 15  
5 1 4 14 16 
0 1 4 10 11 
7 1 4 10 1 2  
8 1 4 10  13 
9 1 4 8 9 11 



Table 7-5 (Cont ‘d) 

10 1 4 R Y 12 
11 1 4 8 9 13 
12 1 5 14 15 
13 3 6 14 15 
14 1 5 14 16 
15 3 6 14 16 
16 1 5 10 11 
17 3 6 10. 11 

I-. 

3 
1 
3 
1 
3 
1 
3 
1 
3 
2 
2 
2 
2 
2 
1 
3 
1 
3 
1 
3 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 

6 
5 
6 
5 
6 
5 
6 
5 
6 
4 
4 
4 
4 
4 
5 
6 
5 
6 
5 
4 
5 
5 
5 
5 
5 
4 
4 
4 
4 
4 
4 

10 
10 
10 

7 
7 
7 
7 
7 
7 

14 
10 
10 
10 
8 
8 
8 
0 
8 
0 
14 

10 
10 
10 

7 
7 
7 
8 
8 
8 

14 

14 

12 
13 
13 
9 
9 
9 
9 
9 
Y 

15 
16 
11 
12 
13 

9 
9 
Y 
9 
9 
9 

15 
16 
11 
12  
13 

9 
9 
9 
9 
Y 
Y 

11 
11 
12 
12 
13 
13 

11 
11 
12 
12 
13 
13 

11 
12 
13 
11 
12 
13 



Table 7-5 (Continued) 

I 

50 2 
51 2 
52 2 
53 2 
5s 2 
55 2 

C U T  skTS(  1u  
1 
2 
3 
4 
5 
6 
7 
8 
9 

1 
1 
3 
4 
9 
7 
9 
11 

7 

5 
5 
5 
5 
5 
5 

2 
2 
4 
5 

10 
8 

10 
12 

8 

7 
7 
7 
8 
8 
8 

3 
6 
5 
6 

14 
10 
15 
13 
10 

9 11 
9 1 2  
9 13 
9 11 
9 1 2  
9 13 

1 4  
1 6  
1 4  
15 1 6  



7.3.2. R e l i a b i l i t y   C o s t  Trade-Of f Analysis Program 

The %l iab i l i t y   Cos t   x rade -o f f   Ana lys i s  (RECTA) program  obtains an optimum  con- 

f i g u r a t i o n   f o r  a sys ten i   conta in ing   spare ,  active and  standby  components. The system 

c o n f i g u r a t i o n   i n i t i a l l y   c o n t a i n s  no redundancy  involving  ident ical   e lements ,   but  may 

have  redundant elements with d i f f e r e n t   f a i l u r e - r a t e   c h a r a c t e r i s t i c s .   T h i s  program 

combines some of the f ea tu res   o f   t hose   desc r ibed  i n  Refs. 7-16 and 7-17. The  program 

is l i s t e d  i n  Appendix C. 

The main f e a t u r e   o f   t h e  program is a s u b r o u t i n e   w h i c h   c a l c u l a t e s   t h e   r e l i a b i l i t y  

of an  element  containing: 

(1) n i d e n t i c a l   a c t i v e   p a r a l l e l  items, a t  least  n of  which  must  operate, 

(2)  m i d e n t i c a l  spares, and 

( 3 )  r ident ica l   s tandby  redundant  items. 

0 

The computation  assumes  independence  and  the  exponential   failure time d i s t r i b u t i o n .  

Volume I V  - P r e d i c t i o n   o f   t h i s  series con ta ins  a complete   descr ipt ion of the  procedure.  

The s y s t e m   r e l i a b i l i t y  model g i v e s   t h e   p r o b a b i l i t y  of success fu l   ope ra t ion   o f   t he  

system i n  terms o f   t h e   e l e m e n t   r e l i a b i l i t i e s .  The s y s t e m   r e l i a b i l i t y  i s  ca l cu la t ed  

by a model s u p p l i e d   i n  a subrout ine  by the   u se r .  The u s e r   a l s o   s u p p l i e s   i n d i c a t o r s  

for   each   e lement   for   the   types  of redundancy  he  wishes t o   c o n s i d e r  ; a one  (1)   indicates  

t h a t   t h e   p a r t i c u l a r ,  form  of  redundancy i s  permitted,   and a zero  (0) i n d i c a t e s   t h a t  no 

items of   the   par t icu lar   redundancy   type  may be added. 

One add i t iona l   f ea tu re   o f   t he  program is the  handl ing  of   major i ty   vot ing  logic .  

An upper limit is  s u p p l i e d   a s   t h e   i n d i c a t o r   i n p u t   v a l u e .  The items w i l l  be  incre- 

mented i n   s t e p s  of 1, 3 ,  5, . . . , N where N i s  t h e  limit provided by the   user .  An , 

example  of ma jo r i ty   vo t ing  i s  f o r  5 items i n  an element, a t  least 3 of which  must 

work. 

S t a r t i ng   w i th   t he   i n i t i a l   sys t em  conf igu ra t ion ,  a l l  p o s s i b l e   s i n g l e  item addi- 

t i o n s  (two items i n   t h e  case of major i ty   vo t ing   e lements )  are made and the   i nc rease  

i n   t h e   s y s t e m   r e l i a b i l i t y  is obta ined   for   each   conf igura t ion  by the  element re l ia-  

b i l i t y   s u b r o u t i n e  and the   subrout ine   suppl ied  by the   user   for   the   computa t ion  of the  

r e l i a b i l i t y  o f  the  system. The i n c r e a s e   i n   c o s t  is a l s o  computed for  each  configu- 

ra t ion   us ing   the   input   cos t   in format ion .  The r a t i o s   o f   t h e   i n c r e a s e   i n   r e l i a b i l i t y  

t o  t h e  i n c r e a s e   i n   c o s t  are  computed fo r   each   poss ib l e   a l t e rna t ive  as spec i f i ed  by 

the   i nd ica to r s .  The redundant item y i e l d i n g   t h e   g r e a t e s t   r a t i o  i s  the   one   se lec ted  

for   addi t ion   and   the   p rocedure  i s  r e p e a t e d   f o r   t h e   n e x t   s t e p   s t a r t i n g   w i t h   t h e  new 
conf igura t ion .  The  program c o n t i n u e s   u n t i l  a convergence   c r i te r ion ,   suppl ied  by 

* 

* This  algorithm  yields  an  incomplete  undominated  sequence of o p t i m a l   s o l u t i o n s   i n  
t he  case of a se r ia l  s y s t e m   i n i t i a l l y .  I n  t he  case of nonserial   systems  the  procedure 
may not yield  an  opt imal   sequence of so lu t ions   a l though  i t  would be  expected  to   yield 
near  optimal  configurations.   See  Ref.   7-18concerning  this  point  for serial  systems. 



the   user ,   has   been   sa t i s t i f ied .   For   example ,  i t  may c o n t i n u e   u n t i l   t h e   i n c r e a s e   i n  

r e l i a b i l i t y  is less than 0.001. 

By v i r t u e  of t h e   i n d i c a t o r s  a f e a t u r e   o f   t h i s  program  which is not  obvious is" 

t h a t  i t  can  be  used  for a spa res   a l loca t ion   p rocedure   based   on   e i the r   one  of two 

criteria: 

(1) minimize   s tockout   p robabi l i ty   subjec t   to  a g iven   cos t ,   o r  

(2)  maximize  system r e l i a b i l i t y   s u b j e c t   t o  a given  cost .  

I n   t h e  lat ter case  the  system  configurat ion is used i n   t h e   r e l i a b i l i t y   c o m p u t a t i o n  

whereas in   the   former   the   e lements  are cons ide red   t o   be   i n  series. 

Input   Descr ipt ion 

The input  i s  s t ra ight forward   wi th   one   op t iona l   input .  A br ie f   explana t ion  i s  

given  for  each  input  card  and i t s  va r i ab le s ;   t hese  are followed by an  example. 

The f i r s t  two cards   ident i fy   the   sys tem  be ing   ana lyzed   wi th   the   f i r s t   ca rd  

having two system  parameters NEL and CONVG. NEL i s  t h e  number of  elements i n   t h e  

system  and CONVG is the   sys t em  r e l i ab i l i t y   conve rgence   c r i t e r ion .  When t h e   i n c r e a s e  

i n   r e l i a b i l i t y  i s  less than CONVG t h e  program  branches  to  read new d a t a .  The second 

ca rd   has   an   i den t i f i ca t ion   fo r   t he   p rob lem  be ing   run ;   a l l  80 columns may be  used  and 

the  message is  n o t   r e s t r i c t e d   a s   t o   t y p e  of charac te rs .  

The information  for  each  element i s  n e x t   r e a d   i n   t h e   o r d e r   s p e c i f i e d   i n   t h e  

system  model. The element  parameters are def ined   in   the   fo l lowing   tab le .  

Card 1 

Card 2 

Table 7-6 

Input  Card Variable  

Variable  

TIME 

FRATE 

RELSW 

ELCST 

SPCST 

SWCST 

RSCST 

NO 

IND 

INPRM 
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Names 

I d e n t i f i c a t i o n  

Length  of  mission 

F a i l u r e  rate 

Switch r e l i a b i l i t y  

Active item c o s t  

Spare   cos t  

Switch  cost  

Redundant  standby  cost 

Minimum number of items necessary 

fo r   ope ra t ion  

I n d i c a t o r s  of  type  of  redundancy 

permit ted 

I n i t i a l  number of items i n   t h e  

sys  t e m .  



The opt ion  ment ioned  above  concerns  the  var iable  IND which may i n d i c a t e   m a j o r i t y  

v o t i n g .   I f   t h i s  is desired  an  upper  limit is i n s e r t e d  as t h e   i n d i c a t o r .  The program 

w i l l  e l i m i n a t e   t h e   p a r t i c u l a r   v a r i a b l e   f r o m   c o n s i d e r a t i o n  when i t  h a s   b u i l t  up t o   t h e  

s p e c i f i e d  l i m i t .  The m a j o r i t y   v o t i n g   a p p l i e s   t o   a c t i v e  items only.  

Table 7-7 

Example of Input  Cards 

9  .1000E-02 

,MAJORITY VOTING LOGIC WITH REDUNDANT STANDBYS I N  THE LAST TWO ELEMENTS 

.1000E 03  -51303-03  .9900E 00.  .2000E 01 .2000E 01 .2000E 00 .2000E 01 1 

3 0 0 1 0 0  

.1000E 03 .5130E-03  .9900E 00 .2000E 01 .2000E 01 .2000E 00 .2000E 01 1 

3 0 0 1 0 0  

.1000E  03  .5130E-03  .9900E 00 .2000E 01 .2000E 01 .2000E 00 .2000E 01 1 

3 0 0 1 0 0  

.1000E  03  .5130E-03  .9900E 00 .2000E 01 .2000E 01 .2000E 00 .2000E 01 1 

3 0 0 1 0 0  

.1000E 03  .1054E-02 .1000E 02 1 

3 0 0 1 0 0  

. lOOOE 03  .1054E-02  .4000E 01 1 

3 0 0 1 0 0  

.1000E 03  .1054E-02  .4000E 01 1 

3 0 0 1 0 0  

.1000E 03  .6931E-02  .9900E 00 .1000E 03  .1000E 03 .1000E 02  .1000E  03 1 

3 0 1 1 0 0  

.1000E  03  .2877E-02  .9900E 00 .30QCIE 02  .3000E  02  .3000E 01 .3000E  02 1 

3 0 1 1 0 0  

Output  Description 

I n i t i a l   v a l u e s  of the  parameters  and other  pertinent  information  about  the  system 

cos t  are p r i n t e d   f i r s t   f o r   i d e n t i f i c a t i o n .  The i n i t i a l   r e l i a b i l i t y  i s  ca lcu la ted  

and pr in ted   for   each   e lement   separa te ly .   This  is followed by a summary of the  element 

information and t h e   s y s t e m   r e l i a b i l i t y  and c o s t   f o r  a system  consis t ing of  no 

redundancy. 

The i t e r a t i o n   b e g i n s  by pr int ing  the  e lement   re l iabi l i ty   with  one  i tem  added 

where  designated by ind ica to r s .  One of these   addi t ions   ( spare ,   s tandby,   o r   ac t ive  

p a r a l l e l )  i s  s e l e c t e d   f o r   t h e  optimum c o n f i g u r a t i o n   w i t h   r e s p e c t   t o   r e l i a b i l i t y  and 

cos t .  The r e l i a b i l i t y  of t h i s  same element is ca lcu la ted   wi th   one   addi t iona l  i t e m  of 

redundancy  of  each  type  permitted. The r a t i o s  of i n c r e a s e   i n   r e l i a b i l i t y   t o   i n c r e a s e  
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of  cost  are compared f o r   t h i s   e l e m e n t  and o t h e r s   c a l c u l a t e d  earlier f o r   t h e  optimum 

conf igura t ion  a t  t h i s   s t a g e .  When t h e  optimum is found   t he   i n fo rma t ion   fo r   t h i s  

s t e p  is p r i n t e d  and the  program  proceeds t o   t h e  next s tep .  The  program r e p e a t s   t h e  

above  procedure  adding  one  redundant item a t  a time t o  a se l ec t ed   e l emen t   un t i l   t he  

convergence  requirement is m e t .  

3 major   s t eps   i n  RECTA are summarized  below. 

I n i t i a l   s t e p :   d a t a  is r e a d   a n d   t h e   r e l i a b i l i t y  is ca l cu la t ed   fo r   each  

element a t  its i n i t i a l  state. The i n i t i a l  s y s t e m   r e l i a b i l i t y  and cost  are 

a l so   ca l cu la t ed .  

Intermediate   s tep:   each item of each  element  that is allowed t o   v a r y  is 

incremented   separa te ly   and   the   increases   in   re l iab i l i ty   and   cos t  of t he  

system are ca lcu la ted .  

I te ra t ion   loop:   the   loop   begins  by choosing  the  configurat ion  generated 

i n   t h e   i n t e r m e d i a t e   s t e p   t h a t   y i e l d s   t h e   b e s t   c o s t - r e l i a b i l i t y   t r a d e - o f f .  

The item t h a t  i s  added to   the  system is then   r ep laced   i n   t he   i n t e rmed ia t e  

s t a t e  by i t s  next   increment;   thus ,   the   intermediate   s ta te   a lways i s  one 

s t e p  ahead of the  system  configurat ion.  

program  continues  to  query  the  intermediate  values and  add  components u n t i l  

t h e   s y s t e m   r e l i a b i l i t y   s a t i s f i e s   t h e   c o n v e r g e n c e   c r i t e r i o n .  

Example 

This  example is a simplified  block  diagram of a computer  containing  nine (9) 

blocks  (elements) assumed t o   b e   i n  series l o g i c ,  as shown i n   F i g .  7-6. A l l  elements 

r 

Figure 7-6. S impl i f ied  Computer Block Diagram f o r  RECTA Example 
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Table 7-8 
RECTA Program Example 

03 
03 

o 9 9 0 0 0  
. 9 Y O O O  
-99090 
e 9 9 0 0 0  

0 . 0 0 0 0 0  
0 .ouooo 
0 . ooooo  

e 9 9 0 0 0  
. 9 9 0 0 0  

2 . 0 0  2.00 2.00 20 
2 . O U  2 . 0 0  2 . 0.u 20 
2.0u 2.00 2 . 0 0  20 
2 . 0 0  2 .00  2. ou ao 

10.09 0;oo 0 .ou O * Q O  
4 * O U  0 . 0 0  0 000 0 * a 0  
4 . 0 0  0 :on 0 .ou 0 . 0 0  

l U O * O U  1oo;oo 1 o o . o u  10 .PO 
JO.0U 30 0.00 30.00 3.p0 



Table 7-8 (Cont 'd) 
""""""_""""""""~"""""""""""" 

,949YYJ 
,949Y9.5 
,949993 
949Y93 

. BY9963 

.8Y9Y63 

. a99963 

, 5 0 0 0 2 3  
749Y87 



Table 7-8 (Cont'd) 
""""""""-"""""""~""""""""""" 

K k L I A R I L l T Y   t S ' f I H A T E S  FOH E L t H t N T  9 C U N l A I N I N b  

S T A N D ~ Y  R t L ,  
U , 843731E 0 

STAIQDOY R t L .  
II e749987E 0 
1 ,965755E U 

1 
1 
0 
1 

. Y Y O O  
OU29 

100.0 



Table 7-8 (Cont'd) 

d 0 
1 Li 
1 0 
1 u 
A 0 
1 0 
1 U 
1 U 
1 0 

0 .992/44 
0 
0 
0 
0 
0 
0 
0 
0 

S Y S T E M  RtLlAoICIry ,232655 
"""" sysrEH-~~'"""_LSILcPe"""-""""""""""" 



can  be.made  redundant by us ing   major i ty   vo t ing   log ic   and  two elements   can  be  fur ther  

modified by using  s tandby  e lements   with  switching.  The input   information is contained 

on   the   fo l lowing   pr in tout .  The i n i t i a l   s y s t e m   c o n f i g u r a t i o n   i n d i c a t e s   t h e  number of 

active, spare ,   and   s tandby  e lements   in   the   sys tem a t  the  beginning  of  the  computer 

run ,   t he   i nd ica to r  tel ls  t h e  computer the  elements  which  can  be made redundant by 

adding   fur ther  active items or   us ing   major i ty   vo t ing   log ic ,   adding   spares   and  

s t a n d b y s .   I n   t h i s  example t h e   m a j o r i t y   v o t i n g   l o g i c  i s  used  (a maximum of t h r e e  

elements a t   l e a s t  two of  which  must  operate),  no  spares are permitted,  and  standby 

items are permit ted  for   e lements  8 and 9. The program  output is g iven   i n   Tab le  7-8. 

The program o b t a i n s   t h e   r e l i a b i l i t y  estimates for   each   e lement   subjec t   to  

i ts  i n i t i a l   c o n f i g u r a t i o n ;   t h a t   f o r   e l e m e n t  1 i s  shown below. Then t h e   r e l i a b i l i t y  

o f   t he   i n i t i a l   sys t em is computed  from t h e  model suppl ied by the   u se r .  The i n i t i a l  

s t e p  i s  g i v e n   i n   t h e   p r i n t o u t .  A t  t h i s   p o i n t   t h e  program is ready  to  a l te r  

each  element i n  a l l  p o s s i b l e  manners as s p e c i f i e d  by t h e   i n d i c a t o r s   i n   o r d e r   t o  

de te rmine   the  optimum conf igura t ion   for   one  item added  (two fo r   t he   ma jo r i ty   vo t ing  

a l t e r n a t i v e ) .  The r e s u l t s   f o r  item 9 are given  because  there  are two a l t e r n a t i v e s .  

The i t e m  w h i c h   g i v e s   t h e   l a r g e s t   i n c r e a s e   i n   r e l i a b i l i t y   p e r   u n i t   c o s t  i s  the  one 

s e l e c t e d   f o r   s t e p  1; i n   t h i s   c a s e  i t  i s  element 1 and a majority  voting  element 

w i t h   t h r e e  items is  used.  This  procedure i s  repeated a t  each   s t ep   t o   ob ta in  a 

sys t em  conf igu ra t ion   w i th   t he   des i r ed   r e l a ib i l i t y   o r   one   fo r   wh ich   t he   i nc rease   i n  

r e l i a b i l i t y  i s  less than 0.001. Fourteen  s teps  were used i n   t h e   a n a l y s i s ;   t h e   f i n a l  

system  configurat ion is given on t h e   f i n a l   p r i n t o u t   a l o n g   w i t h   t h e   s y s t e m   r e l i a b i l i t y  

and  cost .  
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8.  Test ing  

Many of   the  resul ts   of   experimental   programs  can  be  analyzed  by  graphical   techniques 

such as drawing a curve by freehand  through a set o f   d a t a   p o i n t s ,   o r  by  comparing a 

test ,measurement  with a physical  requirement.   These  particular  methods  of  analyses 

do not   require   formal   computat ion by the   use   o f  a d i g i t a l  computer.  However,it is  

no t   unusua l   i n   t yp ica l   expe r imen ta l   p rog rams   t o   encoun te r   s i t ua t ions   i n   wh ich   one  is 

measuring  several   performance  attr ibutes  and as many as 1 0   o r  more independent   var iables  

such as p a r t   c h a r a c t e r i s t i c s  and -environmental stresses. In   o rde r   t o   ana lyze   da t a   o f  

th i s   complexi ty  i t  i s  usually  necessary  to  use  digital   computer  programs  which are 

a l r eady   ava i l ab le .  

In   add i t ion ,   one  is often  faced  with  the  problem  of   es t imat ing  the  parameters  

of l i f e   d i s t r i b u t i o n s  on t h e   b a s i s  of an  observed  sample  of items placed on test  f o r  

a f ixed  test time. In   o rde r   t o   have   t he   capab i l i t y   o f   desc r ib ing   t hese   da t a  by  means 

of  one o r  more of t h e  many f a i l u r e - t i m e   d i s t r i b u t i o n s ,  i t  is convenient   to   have com- 

puter  programs  to  perform  the  tedious  analyses.  

In   t h i s   s ec t ion   t he   computa t iona l   app roaches  are subdivided  into  those  which 

pe r t a in   t o :   (1 )   a t t r i bu te   da t a ,   (2 )   va r i ab le s   da t a ,  and (3 )  stress-strength  measure- 

ments. By a t t r i b u t e   d a t a  w e  mean s imply  that   the   observat ion of  an  experiment is 

c l a s s i f i e d  as a f a i l u r e   o r   n o n f a i l u r e ,   o r   i n  a case of a performance  measurement t h a t  

the   observa t ion  is c l a s s i f i e d  as go o r  no-go. I n   t h e  l a t t e r  case ,   the   reg ion  of 

observat ions is subdiv ided   in to  two dis joint   regions;   the   acceptable   performance 

region  and  the  nonacceptable  region-.  By v a r i a b l e s   d a t a  w e  mean observations  which 

can  take  on  any  one  of a set  of   values   over  a given  range  of  values.  The t h i r d  

category,   s t ress-s t rength  measurements   includes  s t ress-at-fai lure   data ,   such as would 

be   ob ta ined   in  a t e n s i l e  test of a p a r t i c u l a r  metal specimen. It a l so   i nc ludes   t h?  

da t a   r e su l t i ng   f rom  sens i t i v i ty   t e s t ing ,   where   an  item is  placed on t e s t  a t  a f ixed  

stress l e v e l  and test r e su l t s   r eco rded  as a f a i l u r e   o r  a nonfai1ure.Table 8-1 summarizes 

t h e   r e s u l t s  of t h i s   s e c t i o n   w i t h   r e s p e c t   t o   t h e   t y p e  of d a t a  and the   a s soc ia t ed  

problems.  Table 8-2 conta ins  a l i s t i n g  of the  computer  programs  which may be   he lp fu l  

in   solving  the  corresponding  problems.  

8.1 A t t r i b u t e  Data 

The typ ica l   computa t iona l   p roblems  assoc ia ted   wi th   a t t r ibu te   da ta  are to   p rov ide  

sampl ing   p lans   and   the i r   opera t ing   charac te r i s t ics  and to   ob ta in   conf idence  limits 

fo r   t he   t rue   p ropor t ion   o f   nonfa i lu re s   (o r  "go" i tems) .  Both  of these  problems  usually 

are so lved   us ing   the   b inomia l   d i s t r ibu t ion .  It is necessa ry   t o  sum seve ra l  terms 

of t h i s   d i s t r i b u t i o n   i n   o r d e r   t o   o b t a i n   t h e   p r o b a b i l i t y   t h a t  a given  sampling  plan 

* 

* 
A d e s c r i p t i o n   o f   d i s t r i b u t i o n s i s   g i v e n   i n   t h e  Appendix  of  Vol. I11 - Test ing 

of t h i s  series. 

94 



Table 8-1 
Categories  of  Testing  Data  and  Associated  Computational  Problems 

(Testing  Results 1 
I 

Attribute  Data 
Failure or nonf  ailure 
Go-no  go 

r 
-Check  consistency  of  observed 
data  with  requirements 

-Provide  sampling  plans 

-Obtain  confidence  limit 
estimates  based  on  binomial 
distribution 

Stress-Strength  Measurement 
Sensitivity  Data 

= 

-Test  to  failure  data 
tensile  strength 
yield  strength 

-Perform  sensitivity  analyses 
probit  method 
other 

-Design  experiment 

Failure-time  Data 

I 
-Obtain  form  of  life 
distribution 

-Test  for  goodness  of 
fit  with  assumed 
distribution  form 

-Estimate  parameters 
and  characteristics 
of distribution 

-Check  consistency  of 
observed  data  with 
requirements 

-Provide  sampling  plans 
(fixed  sample  size 
and  sequential  type) 

-Relate  performance  measure- 
ments  to  component  part 
parameters  and  environment 

-Estimate  unknown  constants 
in  model;  obtain  estimates 
of their  precisions 

-Use  performance  measure- 
ments  to  screen  parts 

-Test  adequacy of models 
relating  system  perform- 
ance  to  component  and 
stress  parameters 

-Check  consistency  of 
observed  data  with 
requirements 

-Perform  the  appropriate 
time  series  analysis 

autocorrelation 
spectral  densities 

-Relate  performance 
measurements  to  inputs, 
parts,  and  environment 

-Check f o r  consistency 
of  results  with 
requirements 

-Provide  data  sampling 
methods  to  yield 
required  data  for 
computations 
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Table 8-2 

Testing-Related Computer Programs  with  Corresponding  Problem Areas 

1. A t t r i b u t e  Data 

A. Library of  Programs 

(1). BMD (Ref. 8-16) 
(2) STAT-PACK (Ref. 8-7). 

2 .  Variables  Data 

A. Performance Data ( a t   D i s c r e t e  Times) 

(1) Least Squares  (Linear) 

(a)  STAT-PACK (Ref. 8-7) 
(b) WHIRLPOOL (Ref. 8-2) 
(c) IBM, 6.0.057  (Ref. 8-3) 
(d) BMD programs  (Ref. 8-16) 

(2)  Nonlinear Least Squares 

(a) NOLLES (Ref. 8-1) 
(b) SDA-3094  IBM-SHARE Library 

(3)  General  Reference  (Ref. 8-1) 

B. Performance Data (Continuous  Records) - Autocovariance and Power Spectrum 

(1) STAT-PACK (Ref. 8-7) 
(2) BMD programs  (Ref. 8-16) 

C.  Failure-Time Data 

(1)   Distr ibut ion  Free Estimates 

Burn-in  Process,  Estimation of Hazard  Data  and  Lifetime,  Density 
Function  (Ref. 8-15) 

(2) Estimate of Parameters of Assumed Dis t r ibu t ions  

(a)  Weibull (Ref. 8-13) 
(b) Gamma (Ref. 8-8, 8-13, 8-14) 
(c)  Extreme  Value (Ref. 8-11) 
(d-) Log-Normal (Ref. 8-10) 
(e )   Logis t ic  (Ref. 8-12) 
( f )  Normal (Ref. 8-9) 

Programs  can  be  obtained in   connect ion  with  each of the  above 
although  they may n o t   b e   s p e c i f i c a l l y   i d e n t i f i e d   i n   t h e  
re ferences .  

(3)  Stress Strength  Measurements -- S e n s i t i v i t y  Data (Ref. 8-6) 



w i l l  accept  a l o t   o f  items g i v e n   t h e   t r u e   p r o p o r t i o n   d e f e c t i v e   i n   t h e   l o t .  Two 

q u a l i t y   l e v e l s  are chosen,  one  which is considered  acceptable  and the   o ther   cons idered  

nonacceptable.  These are r e f e r r e d   t o  as t h e   a c c e p t a b l e   q u a l i t y   l e v e l  (AQL) and t h e  

l o t   t o l e r a n c e   p e r c e n t   d e f e c t i v e  (LTPD) respec t ive ly .  

The p r o b a b i l i t y   o f   r e j e c t i n g  a l o t  of items g i v e n   t h a t   t h e   q u a l i t y   l e v e l  is 

e q u a l   t o   t h e  AQL is  ca l l ed   t he   p roduce r ' s   r i sk .  The p r o b a b i l i t y   t h a t   t h e   l o t  is 

accepted  given  that   the   proport ion  defect ive is e q u a l   t o   t h e  LTPD is ca l l ed   t he  

consumer ' s   r i sk .   I f  i t  is necessary   to  compute these  two r i s k s   f o r  a number of 

problems, i t  is des i r ab le   t o   have  a computer  program to  perform  the  necessary 

computations. 

Many programs  have  been  writ ten  for  these  problems,  and  the  results  have  been 

t a b l u l a t e d   i n  a l a r g e  number of tables  of  sampling  plans and by means of  graphs 

[Ref. 8-11. L i s t ings  of t hese  programs  have  not  been  provided i n   t h e   l i t e r a t u r e ,  

primarily  because  such  programs are easy   to  write. 

Computations similar to  those  described  above are necessary  to   obtain  confidence 

limits f o r   t h e   t r u e   p r o p o r t i o n   o f   f a i l u r e s  p ( o r   d e f e c t i v e s )   i n  a l o t  of submitted 

items. It is often  desired  to   obtain  an  upper  l i m t  p and t o  do so   r equ i r e s   t he  

s o l u t i o n  of an  equat ion of t h e  form: 
U 

X 
0 

where 

x is  the  observed number o f   f a i l u r e s ,  

is the  upper  confidence l i m i t ,  

0 

PU 

n is the  number  of items in   the   sample ,  

l-a is  the   conf idence   l eve l ,  and 

a is t h e   r i s k  of not   including  the  t rue  proport ion  of   defect ives  

i n   t h e   c o n f i d e n c e   i n t e r v a l  0 < p < p f o r  p the   t rue   p ropor t ion  

of f a i l u r e s .  
U 

This  equation  can  be  solved by an   i t e ra t ion   p rocedure   us ing   the   incomple te  Beta 

func t ion  of  one of the  t ransformed  dis t r ibut ions  such as t h e   v a r i a n c e   r a t i o  of an F 
d i s t r i b u t i o n .  A program  can easi ly   be  wri t ten  to   perform  the  required  computat ion 

i f  one  supplies as inputs   the   necessary   va lues  of t h e  F d i s t r i b u t i o n   o r   i f  one  pro- 

vides   an  approximating  funct ion  to   the F d is t r ibu t ion   for   each   poss ib le   combina t ion  

of its two parameters.  The l a t t e r  procedure would r equ i r e   cons ide rab le   i npu t  so a 

s impler   procedure  would  be  to   solve  the  equat ion by a d i r e c t   i t e r a t i o n   p r o c e d u r e .  
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8.2 Variables  Data 

It is convenient i n   t h i s   s e c t i o n   t o   d i v i d e   t h e   v a r i a b l e s   d a t a   . i n t o   t h e   t h r e e  

ca tegor ies :  

(1)   fa i lure- t ime  da ta ,  

(2) performance  measurements a t  d i s c r e t e   t i m e ( s )  , and 

(3)  continuous  recording  of  performance  measurements. 

Th i s   c l a s s i f i ca t ion   o f   va r i ab le s   da t a  is made p r imar i ly   fo r   t he   conven ience   o f   t he  

computational  procedures;  computer  programs  associated  with  the  analyses  do  not 

necessa r i ly   ma tch   t he   c l a s s i f i ca t ion   o f  tests descr ibed   in   Vol .  I11 - Testing  of 

t h i s  series. For  example,   the breakdown  of performance  measurements i n t o   t h e  two 

ca t egor i e s ,   d i sc re t e   ve r sus   con t inuous ,   co r re sponds   t o   t he   d ig i t a l   ve r sus   ana log  

recording  mechanisms.  Although  both  these  types  of  measurements are u s e d   f o r   t h e  

same gene ra l   pu rpose ,   t he   ana ly t i ca l  methods are q u i t e   d i f f e r e n t .  

8.2.1  Failure-time Data 

I f  a sample  of items are placed  on test f o r  a f i x e d  test  time o r   u n t i l  a 

s p e c i f i e d  number of f a i lu re s   has   occu r red ,   t he  test  r e s u l t s   c o n s i s t  of a set of 

f a i l u r e  times f o r   t h e   f a i l e d  items and the   t e rmina ted  test time f o r  a l l  items which 

have   no t   fa i led .  It is usua l ly   des i r ed  t o  p r e d i c t ,  on the   bas i s   o f   t hese   da t a ,   t he  

behavior  of a la rge   co l lec t ion   of   i t ems   to   be   used   under   s imi la r   condi t ions .  When 

performing  this   predict ion,   cer ta in   problems  must   be  considered:  

(1)   d i scr imina te   be tween  the   forms   of   the   l i fe   d i s t r ibu t ions ,   e .g . ,   normal ,  

exponent ia l ,   Weibul l ,   e tc . ,  

(2) test  f o r  goodness  of f i t  with  an assumed d i s t r i b u t i o n   f o r m ,  

( 3 )  estimate t h e   p a r a m e t e r s   o f   t h e   d i s t r i b u t i o n ,   e . g . ,   t h e   f a i l u r e  ra te  

parameter i n   t h e  case o f   t he   exponen t i a l   d i s t r ibu t ion ,  

(4 )   e s t ima te   cha rac t e r i s t i c s  of t h e   f a i l u r e   r a t e   d i s t r i b u t i o n ,  

(5) p r o v i d e   t e s t i n g   p l a n s   a n d   t h e i r   a s s o c i a t e d   o p e r a t i n g   c h a r a c t e r i s t i c s ,   a n d  

(6) check  consis tency  of   observed  data   with  contractual   requirements .  

Some t echn iques   fo r   d i sc r imina t ing   be tween   t he   fo rms   o f   t he   l i f e   d i s t r ibu t ions  

have  been  given i n   t h e   l i t e r a t u r e ,   f o r  example, see Refs.  8-4 and 8-5. Howeveryit 

i s  p o s s i b l e   t o  compute c r i te r ia  fo r   goodness -o f - f i t   f o r   each   o f   t he   d i s t r ibu t ions  

and select t h e   p a r t i c u l a r  form  giving  the  best   value of t h i s  measure. Some s t a t i s t i c a l  

programs are ava i l ab le   fo r   pe r fo rming  a goodness-of-fit,  namely: 

(1) Kolomogorov-Smirnov tests, and 
n 

(2) X L  tests. 

Computer programs f o r   t h e s e  tests are included i n  STAT-PACK [Ref. 8-71. This  

package  of  programs  appears  to  be  the  most  comprehensive  package  available t o  da te .  
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The programs  are  written  for  small  to  medium  size  computers (8K words)  and  they  do 
not  require  any  nonstandard  features.  They  are  card  input  and  card  and/or  printer 
output  oriented. The programs  are  written  entirely  in  the  FORTRAN I1 language. The 
output  of  each  program  is  lalieled  as  completely  as  possible  for  ease  of  understanding 
by  users. 

One of  the  basic  problems  in  comparing  distributions  is  estimating  the  parameters 
of  each  proposed  distribution.  Several  programs  are  available  for  estimating  the 
parameters  of  the  normal,  log-normal,  Weibull,  gamma,  generalized  gamma,  exponential, 
extreme  value, and logistic  distribution. In particular,  an  entire  series  of  FORTRAN 
computer  programs  for  this  purpose  are  available  upon  request  from  the  Aerospace 
Research  Laboratory (ARL), Wright-Patterson  Air  Force  Base,  Ohio. In addition  to 
these  programs  there  is  a  collection  of  references  describing  the  parameter  estimation 
procedures  for  each  of  the  above  distributions.  Almost  all  of  these  are  availabLe 
in  the  published  literature  [Refs. 8-9 through 8-14]. The estimation  procedures  are 
iterative  and  based  on  the  maximum  likelihood  method  of  estimation.  Four  programs 
are  included  in  STAT-PACK  for  estimating  the  parameters'  of  the  normal,  log-normal, 
and  the  generalized  gamma  distributions.  Some  of  the  above  programs  include  pro- 
cedures  for  estimating  the  precision  of  the  estimated  parameters. 

If  one  is  unable  to  assume  a  particular  form  of  the  distribution,  it  may  be 
possible  to  make  an  assumption  concerning  the  monotonic  behavior  of  the  hazard  rate. 
For  example,  this  rate  may  decrease  with  time  for  many  electronic  components.  In 
such  cases  it  is  desirable  to  estimate  the  hazard  rate  at  the  end  of  the  test. A 

paper  appeared  recently  [Ref.8-151  on  this  subject  and  included  the  listing  of  a 
program for obtaining  confidence  limits  for  the  estimated  failure  rate  at  the  termina- 
tion  of  the  test  under  the  assumption of decreasing  failure  rate. 

A great  many  sampling  plans  have  been  provided  in  the  literature  under  the  assump- 
tion  that  the  failure  time  distribution  takes  on  one of the  many  forms  given  above. 
The program  is  not  normally  listed  in  connection  with  the  computations  of  the 
sampling  plans;  however,  it  is  possible  to  write  these  programs  in  most  cases by 
studying  the  discussions  accompanying  the  tabulated  results. 
8.2.2 Performance  Measurements  at  Discrete  Time(s) 

In this  section  performance  measures  such  as  the  output  voltage or the  current 
gain  of  an  electronic  circuit  or  the  "hot  spot"  temperature  in  a  nuclear  reactor 
core  will  be  considered. It is assumed  that  one  wishes  to  relate  these  performance 
measurements  to  characteristics  of  the  component  parts  and  the  environmental  stresses. 
Very  often it is possible  to  write  these  relatianships on the  basis  of  technical 
knowledge  concerning  the  circuit.  On  the  other  hand,  it  is  sometimes  possible  only . 
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to  relate  the  performance  to  certain  part  characteristics  and  environmental  stresses 

by means  of an analytical  expression in which  certain  constants  or  parameters  are 
, unknown  but  which  can be estimated  from  the  results of an experiment.  Some  of  the 

problems  which  are  typical  are: 

(1) to  estimate  unknown  constants  in  the  analytical  models  and  obtain  estimates 

of  the  precisions  of  the  constants  and  of  the  complete  model, 

(2) to use  analytical  models  to  screen  out  the  "bad"  components, 
( 3 )  .to  check  the  consistency  of  the  observed  data  with  the  contractual 

requirements,  and 
( 4 )  to  select  the  parts  and  their  associated  characteristics  to  optimize  the 

performance  of  a  circuit. 

To estimate  the  unknown  constants  in  the  analytical  models,  one  can  make  use  of 
any  one  of  many  computer  programs  based  on  the  method  of  least  squares. If a  model 
is  linear  in  the  unknown  constants  to  be  estimated  there  are  three  basic  approaches 

which  have  been  programmed: 

(1) fitting  the  complete  model, 
(2)  fitting  the  model  by  adding  on  terms  one  at  a  time,  called  step-wise 

regression,  and 
( 3 )  fitting  all  combinations  of  linear  models  taking  the  variables  one  at  a 

time,  two  at  a  time,  etc. 
Several  programs  are  included  in STAT-PACK for  the  approaches (1) and (2) 

given  above.  Two  programs  are  available  for  the  third  approach  [Ref.  8-2, 8-31. 

In case  the  model is nonlinear  in  the  constants  to  be  estimated  the  least  squares 

procedure  is  still  applicable,  but  the  method  of  solution  is  iterative  and  based 

on  one  of  many  possible  searching  techniques.  Several  programs  have  been  written 

€or  nonlinear  regression  problems  [Refs.  8-1,  8-71. In addition  to  the  above  men- 

tioned  programs  one  will  find  comparable  programs  in  the SHARE, CO-OP, and  other 
such  computer  service  systems. In order  to  estimate  the  precisions of the  constants 

certain  additional  computations  must  be  performed,  such  as  obtaining  the  sum of 

squares  of  deviations  of  the  observations  from  the  predicted  mean  performance  values, 

and inverting  matrices.  Most  of  the  programs  described  above  include  some  of  these 
additional  computational  features. 

One  technique  used  to  screen  bad  components  is  to  obtain  a  linear  discriminating 

function  with  the  characteristics  of  the  components. The coefficients  in  the  linear 

function  are  estimated 'by an  approach  sinilar  to  that  used  in  least  square  problems. 

A computer  program  in STAT-PACK [Ref. 8-71 is  available  for  performiag  this  analysis. 
Having  determined  the  functional  relationship  an  item  is  declared  good  only  if,  for 
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example,  the va.l.ue  of the  function is less than  or  equal  to  a  particular  constant 
c  and  is  declared  bad  if  the  value  of  the  function  exceeds  c.  The  val.ue of the 
function  is  determined  by  substituting  the  characteristics  of  the  components  into 
the  discriminating  linear  relationship  with  known  constants  estimated  from  the  data. 

In order  to  select  the  component  part  of  a  system  such  that  the  performance  will 
be  optimized,  it is necessary  to  obtain  an  analytical  model  relating  performance 
measures  to  the  pertinent  part  characteristic  and  environmental  stresses.  Obtaining 
this  model  has  been  previously  discussed;  it  is  assumed  that  such a model  has  been 
obtained  from  theoretical  methods  and/or  experimental  results.  Given  the  model, 
the  problem  then  is  to  find  the  maximum  or  minimum  value  of  the  function  for  the 
region  of  possible  values  of  the  part  characteristics. The many  optimization  programs 
that  are  available  €or  solving  these  problems  were  tabulated  and  discussed  briefly 
in  the  section  on  optimization  techniques.  Those  techniques  which  would  be  of  parti- 
cular  value  here  are  the  search  techniques  and  nonlinear  programming  methods,  because 
it  is  expected  that  most  of  the  relationships  will be nonlinear. The optimization 
techniques  will  yield  the  optimum  values  of  the  part  characteristics  from  which  one 
can  hopefully  select  the  best  parts  to  use  in  the  system. 
8.2.3 Continuous  Recording  of  Performance  Measurements 

In order  to  assess  the  performance  of  many  physical  systems  it  is  often  necessary 
.to  record  measurements  continuously by means  of  analog  equipment.  Although  the  use 
of  an  purpose  for  taking  such  measurements  does  not  differ  from  those  taken  at  dis- 
crete  times,  the  analysis  techniques  are  quite  different.  Hence  this  type  of  measure- 
ment  is  treated  separately.  Typical  computation  problems  that  arise  in  this  connection 
are : 

(1) performing  time  series  analysis,  including  autocorrelation  and  spectral 
density  analyses ; 

( 2 )  relating  characteristics  of  performance  measurements  to  input,  parts, 
environmental  characteristics; and 

(3) providing  data  record  sampling  methods  to  yield  the  desired  results  and 
the  required  degree  of  precision. 

The usual  procedure  in  analyzing  continuous  records  is  to  select  an  appropriate 
set  of  data  at  equal  time  intervals  from  the  data  tape  of  interest.  These  data  sets 
make  up  a  time  series  which  then  become  input  to  a  standard  computer  program  which 
performs  the  autocorrelation  and  spectral  density  analysis.  Many  programs  are 
available  to  perform  these  computations;  for  example,  STAT-PACK  includes  a  time 
series  analysis  and  a  time  series  plotter  program. The BMD package  of  statistical 
programs  [Ref. 8-16] contains  two  applicable  programs;  one  performs  a  cross-spectral. 
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ana lys i s  and the  other  performs  related  computations.   Similar  programs are a v a i l a b l e  

through  computer  service  organizations.  

8.3 Stress-Strength'Measurements 

A g r e a t  many tes t ing  problems f a l l  i n t o   t h e   c a t e g o r y  of determining   the   s t rength  

of t h e  components t o   b e   u s e d   i n  a system.  Although  strength may be   cons idered   to   be  

a performance  measurement i n   t h e   g e n e r a l   s e n s e ,  i t  is t r e a t e d   h e r e   i n  a s e p a r a t e  

sect ion  because  of   the  nature  of t he   t e s t ing   p rob lem and t h e   r e s u l t i n g   d a t a .  

It is not   a lways   poss ib le   to   p lace   an  item on test  and   increase   the   s t rength  

i n  a continuous manner u n t i l   t h e  item f a i l s  and  use  the stress a t  the  t i m e  of f a i l u r e  

as the   s t r eng th   o f   t he  item. I n   t e s t i n g  many components the   p rocedure  is t o   p l a c e  

seve ra l   i t ems  on t e s t   a t   e a c h  o f   s eve ra l  stress l e v e l s  and  observe  the number of 

f a i l u r e s  a t  each stress l e v e l .  From these  test resu l t s   one   can   der ive  a d i s t r i b u t i o n  

f u n c t i o n   f o r   t h e   p r o b a b i l i t y   o f   f a i l u r e   v e r s u s   t h e  stress l e v e l .  Such t e s t i n g  i s  

f r e q u e n t l y   r e f e r r e d   t o   i n   t h e   l i t e r a t u r e  as s e n s i t i v i t y   t e s t i n g .  A l a r g e   v a r i e t y  

o f   s e n s i t i v i t y  tests have  been  discussed  in   the  l i terature;   these  have  been  convenient ly  

summarized i n  [Ref. 8-61. One of t h e  earliest s e n s i t i v i t y  tests i s  a sequen t i a l  

p rocedure   r e f e r r ed   t o  as the  Bruceton  or   the "up and down'' test  method. I n   t h i s   t y p e  

of  experiment  the iterms are tes ted   one  a t  a time a t  a stress leve l ;   each  item t e s t e d  

i s  dependent on the  response  and  the stress l e v e l  of   the  previous item te s t ed .  Many 

va r i a t ions   o f   t hese  tests have  been  suggested, most of  which are j u s t   d i f f e r e n t  pro- 

cedures by which  one  determines  the stress l e v e l   f o r   e a c h  item t e s t e d   i n  terms of 

t h e   l e v e l s   u s e d   f o r  a l l  previous tests r a t h e r   t h a n   j u s t   t h e   l a s t - t e s t e d  item. 

The  analyses   of   the   data   resul t ing  f rom  such  experiments  are u s u a l l y   q u i t e   e a s i l y  

performed by manual  methods.  Consequently,  only a few programs a r e   a v a i l a b l e   f o r  

performing  the  analyses  of test d a t a   r e s u l t i n g  from sens i t i v i ty   expe r imen t s .   In  

p a r t i c u l a r ,  a program f o r  a p r o b i t   a n a l y s i s  is inc luded   i n   t he  BMD series of  programs 

[Ref.  8-16]  and  one i n  [Ref. 8-61,  The l a t t e r  r e fe rence   i nc ludes   i n   add i t ion  computer 

programs f o r  Monte Car lo   s imula t ian   o f   the  test  r e s u l t s  and the   ana lys i s   o f   p ropor t ions  

o f   f a i l u r e s  by t h e  method of   reversa ls .   This  l a t t e r  method is  f requent ly   used   in   the  

analysis  of  experiments  in  which  the stress l e v e l  is determined  on  the  basis of t he  

proport ion of successes  observed a t  a l l  previous stress l e v e l s   t e s t e d ,  and the  pro- 

por t ion  of f a i l u r e s  is assumed t o   b e   e i t h e r   a n   i n c r e a s i n g   o r  a decreasing  funct ion 

of t h e  stress l e v e l .  

* 

* 
The p r o b i t  method is  a nonsequent ia l   des ign   for   re la t ing   response   to  stress 

o r   s t i m u l u s   l e v e l .  
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9. Trends i n   D i g i t a l  Computation 

In   p rev ious   s ec t ions   o f   t he   r epor t ,  w e  have   i den t i f i ed  and d iscussed   the   var ious  

aspec ts  of d e s i g n   f o r   r e l i a b i l i t y   w h e r e   t h e  computer  can  provide assistance. I n   t h i s  

s e c t i o n  w e  summarize some recent  developments  in  communicating  with  the  computer  which 

promises t o  make it of much g r e a t e r   v a l u e   t o   t h e   s c i e n t i s t  and the  engineer .   These 

developments are n o t   s p e c i f i c a l l y   r e l a t e d   t o   r e l i a b i l i t y ,   b u t   s i n c e   t h e y  are of a 

genera l   na ture   the i r   impact  w i l l  c e r t a i n l y   b e   f e l t   i n  many future   uses   of   the   computer  

f o r   r e l i a b i l i t y   a n a l y s e s .  

There are three  computer  developments w e  w i s h   t o   d i s c u s s .   F i r s t ,   t h e   u s e  of 

problem-oriented  languages is c e r t a i n   t o   s p r e a d  as they  cont inue  to   be  developed and 

t h e i r   u t i l i t y  becomes bo th   g rea t e r  and  more  widely  appreciated. The o t h e r  two develop- 

ments are on-line  computation and  computer   graphic   input loutput   capabi l i t ies ,   here  

s imply  cal led  graphics .  

Problem-oriented  languages are a l ready   in   wide   use   [Refs .  9-1 t o  9-41. A problem- 

or ien ted   l anguage   permi ts   the   descr ip t ion  of a broad class of  problems i n  a given 

problem area v i a  a simple  vocabulary  comprised  of terms famil iar   to   the  engineer   working 

i n   t h a t  problem area. For   example,   the   e lectronic   c i rcui t   analysis   program ECAP input  

language   uses   for   the   mos t   par t   the  same nomenclature  to  describe a c i r c u i t   t o   b e  

ana lyzed   t ha t   t he   c i r cu i t   ana lys i s   eng inee r  would use   t o   ana lyze   t he   c i r cu i t  by hand. 

A computer  program w r i t t e n   i n  a problem-oriented  language is  no t  a program i n   t h e  

ordinary  sense.   This  i s  because i t  is r e a l l y   j u s t   a n  unambiguous  problem desc r ip t ion  

r a the r   t han   t he   l og ica l   s equence   o f   s t eps   r equ i r ed   fo r   t he   so lu t ion  of the  problem. 

The sequence  ( i .e . ,   the   a lgori thm)  required  to   implement   the  solut ion of a given 

problem is incorporated as a p a r t  of t h e  computer  program fo r   p rocess ing   i npu t  state- 

ments to  the  problem-oriented  language;  these  input  statements are the  problem  descrip- 

t i on .  Thus the  programmer or  the  designer  does  not  need  to  worry  about  whether  his 

a lgori thm  for   solving  the  problem is correct ;   he   need  only  worry  that   h is   problem is 

properly and  unambiguously stated.  Problem-oriented  languages  have  already  been 

developed  for   use  in   designing  chemical   processing  plants   [Ref .  9-11, s t r u c t u r e s  

[Ref. 9-21, and e l e c t r i c a l   c i r c u i t s   [ R e f s .  9-1, 9-3,  and 9-41. 

The only  responsibi l i ty   of   the   problem-oriented  language  user  is t h a t   h e  know 

the  syntax  of  the  problem-oriented  language and some s imple   ru les   concern ing   the   o rder ing  

of the  statements  which  describe  the  problem  he i s  solving.  To summarize, t he  problem- 

oriented  language i s  simply a s p e c i a l  program  which  allows as input   the  unambiguous 

desc r ip t ion  of a p a r t i c u l a r  problem  sui ted  to   that   language  and  the  associated  data  

requi red   for   so lu t ion   of   the   g iven   problem.  The ind iv idua l   us ing   the   l anguage  writes 

a new input   program  for   each  different   problem,without   having  to   worry  about   the 
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problem  solut ion  a lgori thm  in   contrast   to   procedure-or iented  and  assembly  language 

programs. To provide  the  advantages  of   the   problem-oriented  language  there   must  

be a computer   program  which  processes   the  input   s ta tements ,   d igests   the  information 

con ta ined   i n   t he   s t a t emen t s ,  and generates  the  proper  machine  language  program  which 

when executed  solves  the  problem  described by the   i npu t   s t a t emen t s .  

On-line  computation  refers  to  the  si tuation  wherein  the  computer  user sits at  

t h e  computer  console ( i t  may be   t he   conso le  of a small computer j u s t   f o r   t h e   s i n g l e  

programmer, o r  i t  may be a remote  terminal  connected  to a l a r g e   c e n t r a l  computer) 

and  views t h e   r e s u l t s  of h i s  program  ins tan taneous ly .   In   the   ear ly   days  of d i g i t a l  

computation, i t  was a p rac t i ca l   t h ing   fo r   t he   des igne r   o r   o the r   compute r   u se r s   t o   u se  

t h e  computer i n   t h i s   f a s h i o n .  However, as the  machines became b igger ,  more powerful, 

and more expensive,  i t  became n o   l o n g e r   p r a c t i c a l   f o r   t h e   i n d i v i d u a l   t o   u s e   t h e   c o m p u t e r  

i n   t h i s   i n d i v i d u a l   f a s h i o n .  The r e s u l t  w a s  t h a t  computer  monitoring  programs  called 

operating  systems were developed  to   supervise   the  operat ion  of   the  machine.  Computer 

sys t ems   ope ra t ing   i n   t h i s  mode process   the  computer   user ' s   program  in  a sequen t i a l  

fash ion ,  s o  that  each  program i s  completely  f inished  before  the  next  program i s  begun. 

The mode is ca l led   ba tch   p rocess ing .  The  computer f a c i l i t y  is opera ted   in   such   cases  

(and t h i s  is the  us,ual  case  today) on a closed-shop  basis,  which means that   the   computer  

user  is not   p resent  when h i s  program is being  run and t h e  time delay  between  delivery 

of  the  program t o  be  run  and  the  re turn  of   the  computer   resul ts   ( the  so-cal led  turn-  

around  t ime)  varies  from  hours  to  days.  

Because  of the  turn-around  problem, i t  simply is no t   p rac t i ca l   t o   u se   t he   c losed -  

shop  computer t o   s o l v e  problems by heur i s t ic   methods ,   ex t rapola t ing  ear l ier  successes  

t o   o b t a i n  new ones,  Because of the   na ture   o f   engineer ing   des ign ,  many of  the  most 

challenging  engineering  problems are most e f f e c t i v e l y   s o l v e d  by such  methods.  If 

t h e  computer is to   be   o f  maximum ass i s tance   in   th i s   des ign   process ,   tu rn-around times 

of hours are obviously  hopelessly  long. Even turn-around times of minutes are usua l ly  

t o o   l o n g   t o   a l l o w   t h e   d e s i g n e r   t o   u s e   t h e   h e u r i s t i c  method of  solving  problems  while 

in te rac t ing   wi th   the   computer .  

The provis ion  of  a method f o r   a l l o w i n g   t h e   d e s i g n e r   t o   i n t e r a c t   d i r e c t l y   w i t h  

t h e  computer  can  be  obtained  either by t h e  small individual   computer   or  by a . remote  

console   l inked   to  a large  computer.  Although  both  approaches  have merit, the  remote 

terminal   l inked  to   the  large  computer  is perhaps more v a l u a b l e   i n   t h i s   r o l e .  
Since  the  response time of   the  designer  is qui te   s low compared to   the  computer ,  

the   ins tan teous   response   o f   the   computer   to   the   reques t   o f   the   des igner   can   be   p ro-  

vided  economical ly   only  i f   the   resources   of   the   computer  are sha red   fo r   o the r   pu rposes  

whi le   the   des igner  is thinking  and  modifying  his  programs, etc. I t  appea r s   ce r t a in  
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t h a t   t h e   n e a r   f u t u r e  will see the  widespread  use  of  computer  consoles by engineer ing 

personnel   for   effect ive  designer-computer   interact ion,   in   this   t ime-shared mode of 

computing.  Ref. 9-1 conta ins  some examples  of  such  uses. 

The  development  of  computer g raph ic s  is both a powerful  additional  computer  capa- 

b i l i t y  i n  i t s e l f  and a complement t o   t h e  above-discussed new computer  developments. 

The  development  of e f fec t ive   g raphic   input -output   devices   for   computers   t rad i t iona l ly  

has  lagged  the  development of computers,  and i t  is  o n l y   q u i t e   r e c e n t l y   t h a t   v e r s a t i l e  

graphic   input-output   devices   have become a v a i l a b l e  a t  r easonab le   cos t .   The   f i r s t  

g raphica l   ou tput   device  w a s  doub t l e s s   t he   l i ne   p r in t e r   where in  a c l eve r  programmer used 

appropr i a t e ly   chosen   cha rac t e r s   t o   ske t ch  a graph  or  a c rude   p ic ture .  Then,  program- 

con t ro l l ab le   ca thode   r ay   t ube   ou tpu t   dev ices  became avai lable .   Al though  the  ear ly  

ones were q u i t e   l i m i t e d   i n   t h e i r   c a p a b i l i t i e s ,   t h e y   p r o v i d e d   g r e a t  improvements  over 

l ine  pr inters   used  to   produce  pictures .   Cathode  ray  tubes  with  graphical   input   capa-  

b i l i t y   i n   a d d i t i o n   t o   o u t p u t   f i r s t  became a v a i l a b l e   i n   t h e   e a r l y   1 9 6 0 ' s .  Some such 

equipment  al lows  the  drawing  of  l ines  directly on the   f ace   o f   t he   s cope   u s ing   l i gh t  

pens or   o ther   input   devices .   Others   a l low  only   the   d i sp iay   o f   charac te rs  a t  f ixed  

loca t ions   on ly ;   t he   cha rac t e r s  are t y p i c a l l y   i n p u t   v i a  a typewri ter- l ike  input   device.  

A cons ide rab le   va r i e ty  of  improved graphical   devices   for   computers  are cu r ren t ly  

under  development.  These  devices when posses s ing   l i ne   d rawing   capab i l i t i e s   r equ i r e  

q u i t e   h i g h   t r a n s f e r  rates between t h e  display  device  and  the  computer   to   maintain 

p ic ture   c la r i ty .   Consequent ly ,  i t  is common t o  f i n d  a small computer whose s o l e   j o b  

i t  is to   main ta in  and manipulate   the  display  information,   connected  to  a l a r g e  computer 

which performs  the  computations  required  for  the  problem  under  study. 

Typical  of what  can  be  done  with  the  combination  of  graphic  input/output  devices 

i n  a large  powerful  computer i s  the  DAC system  [Ref. 9-11 developed by the  General  

Motors  Research  Center.   This  system,  in  addition  to  providing  direct   communication 

between the  designer   and a powerful  computer,  can  produce  control  tapes  for  automatic 

drafting  machines,   numerically  controlled  mill ing  machines,  etc. Such systems  appear 

des t ined   t o   p l ay   impor t an t   ro l e s   i n   t he   des ign  of a l l  f u t u r e  complex engineering  systems. 

The combination of a l l  t h r e e  of t h e  above  developments  has  already  been made on 

an  experimental   basis  [Refs.  9-5 and 9-61. I n   t h e s e   e f f o r t s   c i r c u i t   a n a l y s i s  programs 

were used  on-line  via  graphic  input/output  devices  to  the  computer.   Those  people 

who have  used  these  experimental  systems are h i g h l y   e n t h u s i a s t i c   a b o u t   t h e   e f f e c t i v e  

inc rease   i n   des ign   capab i l i t y   t h rough   t he   u se  of t hese   sys t ems .   Ce r t a in ly   t he   fu tu re  

w i l l  see such  systems  playing  an  important   role   in   implementing  present ly   avai lable  

and f u t u r e  more g e n e r a l   r e l i a b i l i t y   a n a l y s e s .  
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Appendix A 

R e v i s e d   V e r s i o n  of PVA P r o g r a m   L i s t e d   i n  Ref. 4-3 
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55 F O R M A T ( l 9 X ,  
56 F O R M A T ( 1 6 F 5 . 0 )  
57 F O R M A T ( 1 9 H O I N p U r   C O R R E L A T I O N S / / )  
59 F O R M A T ( 1 H   , 2 0 F 5 . 3 )  
59 F O R H A T ( 1 H - , S X , 3 ( 5 X , A 4 , 3 X , ) ( 5 X . A 4 . 3 X ) / 8 ( 5 X , A 4 , 3 X ) )  
6 0  F O R M A T ( l H 0 , 5 X ~ B E 1 2 . 4 / 3 X , B E l 2 . 4 / O E 1 2 . 4 )  
6 1  F O R M A T ( 1 2 H - I N l ' l l r   C H E C K )  
62  F O R M A T ( l H - )  
63 F O R M A T ( 4 1 H - D E p E N D E N T   D A T A   L I S T E D   I N   A S C E N D I N G   O H D E R , / / 4 H  

6 4   F O R H A T ( I 4 , F 1 0 . 3 ,   5 E 1 4 . 4 )  
65 F O R M A T ( 6 H - M O H E V 1 S / l O X 1 5 ( 7 X , A 4 . 4 X ) )  
66  F O R M A T ( 1 O H O   F I K S T , 5 E l 5 . 6 )  

1 5 X , S H I / N   , 5 ( 7 X s A 4 , 3 X ) )  

67 F O R M A T ( 1 O H O   S E C O N D , 5 € 1 5 . 6 )  
68  F O R H A T ( 1 O H O  ' I H I R D , 5 E 1 5 . 6 )  
69 F O R M A T ( 1 O H O  C O U H T H , 5 E 1 5 . 6 )  
7 0  F O R H A T ( ~ O H O S T D .   D f V . , 5 E l 5 , 6 )  
7 1  F O R H A T ( I O H O   S K E w N E S S , 5 E l 5 . 6 )  

73 F O R H A T ( 3 6 H O V A K I A N C E  - C O V A R I A N C E   M A T R I X ,   O R D E R e I 2 )  
72 F O R H A T ( 1 O H O   K U ? l O S I S , 5 E 1 5 . 6 )  

7 4   F O R H A T ( ~ H O , ~ X I P ~ , ~ X I ~ E ~ ~ , ~ )  

114 



115 



+ A  

l+X-DEN1)+94* ( - X + + 3  +3.*(AHD+3.)aX*X-3.+ 
2(AMD+3.)*(AMD+2.)+X+DEN2) 
ELPH(J,I)=l.+EXP(-X)+(TERMl+(X*+LAMDA)+TERH2)/COE 

0 C O N T I N U E  
R E T U R N  
E N D  

DO 1 I=l,N 
RC=33.*XN+101. 
XP=RC/2048. 
M U = X P  

116 



L 

117 



ARG=O. 

CALL N O R M ( A h G 1 )  
AR1; = ARG + AK:1 * A K G l  

1 C O N T I N U E  
ARG = AHG T H E I A  
RETURN 
END 

SOUHCE L I S T  

DO 1 I = l , N D F  
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Appendix B 

Bounds for Reliability Program 
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Appendix C 

Rel iabi l i ty  Cost Trade-Of f Analysis PrOgtam 
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c 
C 
c 
C 
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L: 
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C 
c 
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I: 
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